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Summary 
Since OpenAI launched ChatGPT in 2022, generative 

artificial intelligence (GenAI) has revolutionized, 

if not redefined, the landscape of digital content 

creation. This technology now enables the efficient 

and cost-effective production of text, audio, and 

video, reshaping how information is generated and 

consumed. Such advancements inevitably raise 

concerns about the potential for misuse, particularly 

in sensitive areas such as political processes. In this 

context, Taiwan’s 2024 presidential election provides 

a critical case study. This report explores and 

analyzes how GenAI was deployed during the election, 

presenting specific instances to illustrate its impact 

on political communication and electoral integrity.

Objectives
This report is structured around five objectives:

1. Defining information manipulation and 
evaluating its analytical frameworks: 

Establish a clear definition of information 

manipulation and assess the merits and limitations 

of various analytical frameworks, including 

DISARM, BEND, and RICHDATA.

2. Presenting and analyzing case studies from 
Taiwan’s 2024 presidential election: 

Provide a detailed analysis of multiple instances 

in which GenAI was utilized for information 

manipulation in Taiwan, covering four cases: the 

58-second audio recording of Ko Wen-je, allegations 

of Lai Ching-te as an informant of the Kuomintang, 

fabricated audiovisual content attributed to US 

Representative Wittman, and fabricated documents 

purporting to disclose the “secret history” of Tsai 

Ing-wen.

3. Comparing similar international cases: 

Examine four international instances of information 

manipulation using GenAI, including the use of 

deepfake technology in India’s 2024 elections, the 

fabricated Pentagon explosion incident in 2023 and 

the falsified 2024 Biden telephone recording (both 

in the US), and the counterfeit France 24 TV news 

broadcast in France in February 2024.

4. Assessing GenAI’s effectiveness in 
manipulating information: 

Evaluate the current usage and impact of GenAI in 

information manipulation, exploring the conditions 

under which it could have substantial societal 

effects.

5. Preliminary recommendations for 
mitigating risks:  

Propose strategies for strengthening regulatory 

measures, enhancing public awareness, and 

fostering international cooperation to mitigate 

the potential impacts of GenAI in information 

manipulation.
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Findings
This report identifies two major findings:

1. Moderate impact of GenAI on information 
manipulation: 

The Taiwan Communication Association, 

Microsoft Threat Analysis Center, AI Labs, and our 

observations indicate that the impact of GenAI on 

information manipulation during Taiwan’s 2024 

presidential election has remained limited and did 

not significantly alter public opinion.

2. Challenges in content creation and 
detection: 

GenAI has reduced the time and labor costs 

associated with content creation, making 

coordinated inauthentic behavior (CIB) harder to 

detect and placing a significant burden on fact-

checking organizations.

Policy Recommendations
This report proposes three initial policy 

recommendations for further action:

1. Mandate responsible behavior for 
platforms and GenAI companies: 

Platforms should systematically release data 

associated with the deletion of accounts and posts 

to aid research efforts. Companies developing 

GenAI should be required to conduct stringent 

due diligence to prevent their products from being 

exploited for information manipulation.

2. Implement preventive measures 
and address future challenges: 

Enhance regulatory oversight of GenAI 

technologies, raise public awareness, develop AI 

detection tools, and foster international cooperation 

for cross-border regulation. Sharing experiences 

in these areas is vital for preserving the integrity 

of the information environment and ensuring the 

fairness of political processes such as elections.

3. Mobilize civil society and 
enhance tripartite cooperation: 

Civil society must be engaged to play an active 

role in countering information manipulation. 

Governments, non-governmental organizations, 

and media outlets should collaborate effectively to 

mitigate the effects of information manipulation.
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Introduction
Since its launch by OpenAI at the end of 2022, ChatGPT has 

brought GenAI into public view, proving to be a useful tool 

across various sectors. However, the capabilities of GenAI, 

including processing human language and generating 

insights, have also presented new challenges, one of which 

is its use for disinformation. Lina M. Khan, Chairwoman of 

the US Federal Trade Commission, highlighted in the New 

York Times the potential for GenAI to enable rapid and 

cost-effective production of fraudulent content.1 Similarly, 

Sam Altman, CEO of OpenAI, expressed his concerns at 

a US congressional hearing about the potential for GenAI 

to facilitate widespread manipulation and fabrication of 

interactive messages.2

The consensus is clear: GenAI significantly lowers the 

barriers to information manipulation. This development has 

profound implications for democratic processes, particularly 

elections, where the integrity of information is crucial. The 

ability of GenAI to create persuasive, seemingly authentic 

content can influence public opinion and electoral outcomes, 

posing a serious threat to the maintenance of fair and free 

democracies. To address these issues, this report uses 

Taiwan’s 2024 presidential election as a case study, illustrating 

how GenAI may have been used for information manipulation 

in democratic processes.

This report is structured to provide an in-depth analysis of 

information manipulation within the context of GenAI and its 

impact on democratic elections. It comprises four main sections:

• Information manipulation and its  
frameworks:

This section starts by defining information manipulation 

and introduces various analytical frameworks—

DISARM, BEND, and RICHDATA—that help elucidate 

what constitutes information manipulation. These 

frameworks are compared to highlight their unique 

perspectives and methodologies, ultimately aiding in 

a deeper understanding of the dynamics and scope of 

information manipulation.

• Cases of AI use in Taiwan’s 2024 
presidential election:

This section explores specific instances where AI was 

used during the 2024 presidential election in Taiwan. 

It examines four cases: the 58-second audio recording 

of Ko Wen-je, the allegations against Lai Ching-te as an 

informant in the Chunfeng Project, a deepfake video 

linked to US Representative Wittman, and fabricated 

documents purporting to reveal “the secret history of 

Tsai Ing-wen.” Each case study highlights how these AI 

technologies were strategically employed to sway public 

opinion and manipulate electoral outcomes.

• Echoes of influence: Tracing AI in 
elections globally:

This section broadens the discussion to the global use 

of AI in manipulating elections, featuring recent cases 

taking place in India, the US, and France. It demonstrates 

the extensive reach and diverse applications of GenAI 

across different electoral contexts, underscoring its 

misuse within the wider global democratic processes.

• Discussion and analysis:

This section investigates the role of GenAI in 

information manipulation by starting with an analysis 

of overarching tactical objectives. It then explores the 

specific purposes for which GenAI has been used, 

employing the DISARM framework to examine the 

techniques enabled by GenAI. The discussion concludes 

by assessing the current impact of GenAI and explores 

potential advancements in its application that could 

further amplify its societal influence in the future. This 

analysis provides a comprehensive understanding of 

the strategic implementation and potential escalation of 

GenAI-driven information manipulation.
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I.  Information Manipulation and its Frameworks

1. Defining Information Manipulation

The concept of information manipulation does 

not have a universally accepted definition across 

the world. This report synthesizes definitions from 

multiple sources, including the European External 

Action Service (EEAS), Taiwan’s Information 

Environment Research Center (IORG), the 

governments of Canada and New Zealand, the 

DISARM Foundation, and the American Psychological 

Association, to offer a comprehensive definition. 

Information manipulation is hereby defined as a 

series of intentional acts aimed at adversely affecting 

the political environment of specific nations or social 

groups by distorting their informational context. 

By “political environment,” this report means the 

internal political processes of a country as well as the 

political values embraced by its populace.3

According to this definition, information manipulation 

should not be viewed as isolated single messages 

or individual acts of dissemination but, rather, as 

a series of coordinated actions. For example, the 

New Zealand government specifically defines 

“disinformation” as the intentional spread of false or 

modified information.4 Reflecting perspectives from 

the information security community on cyber-attacks,5  

this report advocates for understanding information 

manipulation as a strategic, interconnected sequence 

of actions. This approach aligns with that of the 

EEAS, which characterizes a pattern of disinformation 

activities as “a pattern of behavior.” 6

Manipulating informational contexts primarily 

involves actions that influence people’s thoughts 

and decisions, going beyond merely disseminating 

specific information or messages. It includes a wide 

range of strategic activities and evaluations. This 

includes the preparatory steps before information 

is spread, such as topic selection, targeting specific 

audience groups, crafting messages, and choosing 

dissemination channels. Integral to the definition of 

information environment manipulation are actions 

such as encouraging targeted audiences to engage 

in offline activities, assessing the effectiveness of 

tactics, and concealing traces after information has 

been disseminated.

This report, therefore, sees information manipulation 

as a series of deliberate actions that alter the 

information environment, potentially causing adverse 

effects on the political environment of targeted 

countries or social groups. An individual who 

unknowingly shares false information as a result of 

information manipulation should not be viewed as an 

initiator of such an attack but, rather, as a victim of it.
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Table 1  |  Definitions of Information Manipulation

European External Action Service (EEAS)

“Foreign Information Manipulation and Interference (FIMI) describes a mostly non-illegal pattern of 
behaviour that threatens or has the potential to negatively impact values, procedures and political 
processes. Such activity is manipulative in character, conducted in an intentional and coordinated manner, 
by state or non-state actors, including their proxies inside and outside of their own territory.” 7

Taiwan Information Environment Research Center (IORG)

“Information manipulation” refers to actions involving the dissemination of information that meets at least 
one of the following criteria:

1.  Source manipulation: the sources of the information presented are confirmed to be false or cannot be 
verified as true.

2.  Fact manipulation: the facts mentioned are proven to be false or partially false or cannot be verified as true.

3.  Inference manipulation: the inferences drawn lack sufficient factual basis to support the conclusions.

 
Information manipulation may also involve “coordinated inauthentic behavior,” characterized by the 
repeated dissemination of identical, or highly similar, content or the same links within a short period across 
news media, social media, and instant messaging platforms.8

Executive Yuan, Republic of China (Taiwan)

Fake news: maliciously fabricated and false information that causes harm.9

Government of Canada

“Information manipulation: the act of purposely changing, distorting, or controlling information to change 
the information environment. This can include partial or full omission of facts, doctored audio or visual 
content, inauthentic amplification of narratives, trolling, and efforts to censor or coerce self-censorship of 
information.”

“Foreign disinformation: false information that is deliberately created and spread to mislead people, 
organizations and countries. It is often a part of broader information operations aimed at manipulating 
audiences. Disinformation is sometimes referred to as ‘fake news,’ though it can take many forms.” 10

Government of New Zealand

“Disinformation is false or modified information knowingly and deliberately shared to cause harm or 
achieve a broader aim.” 11

DISARM Foundation

“Disinformation: the deliberate promotion of false, misleading or mis-attributed information.” 12

American Psychological Association (APA)

“Disinformation is false information which is deliberately intended to mislead—intentionally misstating the 
facts.” 13 
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2.  Frameworks for Understanding Information 
Manipulation

Defining information manipulation goes beyond 

conceptual analysis. It involves how its practical 

manifestations are understood within specific social 

contexts. Therefore, determining what constitutes 

information manipulation must be based on 

objective evaluative judgments rather than subjective 

preferences shaped by various political communities 

or value systems.

This report adopts fraudulent tactics as a case 

study to demonstrate our approach to analyzing 

information manipulation. The analysis entails a 

comprehensive review of tactics extracted from 

multiple fraud cases, including an examination of 

the data types exploited by fraud syndicates, their 

methods of contacting victims, and the scripts they 

use.14 This detailed scrutiny allows us to summarize 

prevalent fraudulent strategies effectively. By 

disseminating this knowledge, government agencies 

and civil organizations can better educate the public 

about these methods, increase vigilance, and inform 

key stakeholders, such as bank employees, about 

when to escalate their awareness.15

The process of identifying and preventing information 

manipulation closely resembles the steps involved in 

analyzing fraud. Initially, it entails collecting case studies 

that are suspected of containing false information. 

These cases are then subjected to a thorough analysis. 

Ideally, this examination of key cases helps deduce 

common methods of information manipulation, thereby 

informing potential strategies and methods for its 

prevention.

This report examines information manipulation through 

the framework of offense and defense. The strategic 

approaches of the two sides differ significantly. 

Information manipulators employ a top-down strategy: 

they establish a specific goal, pinpoint vulnerabilities in 

their target audience, and craft tactics accordingly to 

meet their objectives. In contrast, defenders begin with 

observable techniques, analyzing the attacker’s tactical 

goals from the bottom up in an effort to accurately 

reconstruct the overall strategy of the attack.

Identifying practices of information manipulation is 

a challenging task, especially in today’s politically 

polarized global environment. The lack of objective 

interpretation can deepen communication divides, 

obstructing dialog and consensus-building. In such 

a context, the need for a clear framework to discern 

information manipulation is crucial. This framework 

would provide objective standards for analyzing and 

summarizing specific cases, which would aid further 

analysis. It is important to note, as discussed later 

in this report, that various analytical frameworks 

may categorize and interpret similar manipulation 

tactics differently. This variation typically reflects 

different focuses on attack strategies and stages of 

manipulation by the creators of these frameworks, 

rather than mere subjective preferences.

When crafting a prevention strategy, it is crucial for 

defenders to first recognize their own vulnerabilities 

through a comprehensive analytical framework. 

This begins with understanding the attackers’ 

most common tactics and identifying the targeted 

weaknesses they exploit. Armed with this knowledge, 

defenders can more effectively develop and deploy 

tailored detection tools and defenses. These tools 

might include systems for identifying false content—

such as deceptive texts, recordings, and images—

or mechanisms to uncover manipulative actions, 

such as bot accounts or websites spreading 

disinformation. In addition, defenders can employ 

long-term strategies, such as holding online platforms 

accountable and enhancing public education to 

foster a culture of critical media consumption and 

information literacy.

Employing a macro-analytical framework enhances 
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defenders’ ability to proactively counter information 

manipulation efforts. By identifying a common tactic 

employed by attackers, the defense can use the 

framework not only to detect concurrent strategies 

but also to predict the attackers’ future actions and 

necessary resources. This proactive approach enables 

defenders to actively seek evidence of emerging 

tactics and anticipate the evolution of a given attack. 

Such strategic foresight is essential for timely 

response, especially against large-scale, organized 

disinformation campaigns, where the effectiveness 

of the defense often depends on the speed of 

its response. In Taiwan, for example, success in 

countering information manipulation often results 

from swift and effective clarifications provided by 

both government and civil society, as demonstrated 

by the case studies examined in this report.

This report examines three leading analytical 

frameworks: DISARM, developed by the DISARM 

Foundation; BEND, from the Center for Computational 

Analysis of Social and Organizational Systems 

(CACOS) at Carnegie Mellon University; and 

RICHDATA, by the Center for Security and Emerging 

Technology (CSET) think tank. All three organizations 

are based in the United States.

This report examines the application of these 

frameworks to help better grasp the practical 

processes of information manipulation in Taiwan’s 

2024 presidential election. It begins by detailing how 

these frameworks categorize various techniques of 

information manipulation and then discusses the 

rationale for selecting the DISARM framework for 

analyzing individual cases.

3. DISARM Framework

The DISARM Foundation, established in 2021, focuses 

on identifying patterns of information manipulation 

and devising effective countermeasures.16 This 

initiative stems from the Credibility Coalition’s 

misinformation working group, which compiled 63 

international cases of information manipulation from 

2012 to 2018.17 These cases were initially analyzed 

in reference to the ATT&CK (Adversarial Tactics, 

Techniques & Common Knowledge) framework 

developed by MITRE, a US non-profit organization 

specializing in cybersecurity that was established 

in 2013. This led to the creation of the Adversarial 

Misinformation and Influence Tactics and Techniques 

(AMITT) framework.

In 2020, MITRE, in collaboration with Florida 

International University, adapted the AMITT framework 

to develop the Structured Process for Information 

Campaign Enhancement (SP!CE). A year later, the 

DISARM Foundation was formed to oversee and 

further develop what is now known as the DISARM 

framework.18 By 2022, both the AMITT and SP!CE 

frameworks were integrated into DISARM, which 

quickly gained traction, being adopted by the EEAS 

and MITRE for cybersecurity applications. Presently, 

the data-sharing systems related to information 

manipulation that are used by US and EU authorities 

incorporate the DISARM framework.19

The DISARM framework is rooted in the field of 

information security and builds on the foundational 

ATT&CK framework developed by MITRE. The ATT&CK 

framework draws on military concepts, specifically, 

tactics, techniques, and procedures (TTPs). It explains 

the tactics that define the objectives of attackers; 

the techniques they employ; and the procedures they 

execute to achieve these goals.

The ATT&CK framework integrates TTPs along with 

essential knowledge and technologies needed to 

execute information security attacks. It includes 

principles such as firewall utilization and the 

psychological underpinnings of human deception. 

This comprehensive approach enables a broader 

understanding of the entire attack lifecycle. The 
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creators of the DISARM framework draw parallels 

between information security and information 

manipulation, noting that, while information security 

attacks focus on computers and network systems, 

information manipulation targets individual minds 

and social networks. This similarity underscores the 

analytical approaches common to both domains, 

emphasizing the strategic targeting of systems, 

whether technological or human.20

The DISARM adopts a structured approach similar to 

the ATT&CK framework, segmenting the process of 

information manipulation into four distinct phases: 

planning, preparation, execution, and evaluation. At 

each stage, attackers have specific tactical objectives 

that are achieved through various methods. For 

example, during the preparation phase, a tactical goal 

might be “establishing the legitimacy of the attacker,” 

which could involve creating a fake news website. 

For an attack to be successful, all actions within 

the so-called kill chain must be flawlessly executed. 

Consequently, implementing defensive strategies at 

multiple points in the kill chain, for example, “reducing 

the credibility of the fake news website,” significantly 

lowers the likelihood of the attacker’s success.

To describe the framework’s four stages in more 

detail: the planning stage focuses on strategic 

planning, objective setting, and analyzing the target 

audience; the preparation stage involves developing 

narrative angles, creating content, establishing 

legitimacy, building foundational assets within social 

networks, targeting the audience, and selecting 

appropriate channels for information dissemination; 

the execution stage is designed to test the initial 

dissemination, spread content, proliferate extreme 

content, create online trauma, and instigate offline 

activities; and finally, the evaluation stage centers 

on assessing the effectiveness of the campaign. 

Each stage is critical in shaping the comprehensive 

approach required to manipulate information 

effectively.

The DISARM framework details 244 techniques 

across its 16 tactical objectives, drawing a parallel 

to the ATT&CK framework, which differentiates 

techniques based on their use by “red teams” 

(attackers) and “blue teams” (defenders). This 

structured approach not only delineates potential 

threats but also strategizes proactive defense 

mechanisms. Therefore, this categorization helps 

equip a democratic country such as Taiwan, which 

acts primarily in a defensive role, to effectively 

identify and implement countermeasures against 

information manipulation attacks. 

For instance, in the context of AI-generated false 

information—for example, the development of AI-

generated images and videos classified as deepfakes 

(T0086.002 and T0087.001) —proactive strategies 

such as “prebunking” (C00125) can significantly raise 

public awareness about AI-generated misinformation. 

In addition, disinformation campaigns often seek to 

exploit traditional media to broaden their influence 

(T0117: Attract traditional media). In response, 

enhancing media literacy (C00073: Inoculate 

populations through media literacy training) and 

urging media outlets to avoid disseminating false 

information (C00154: Ask media not to report false 

information) can serve as effective countermeasures 

to curb the spread and impact of such manipulative 

practices.

The EEAS has effectively adopted the DISARM 

framework. This system is used for detecting, 

analyzing, and documenting information 

manipulation. It helps identify threats and develop 

appropriate responses.21 Building on this, the 

department has created a response framework 

specifically aimed at combating foreign information 

manipulation and interference (FIMI).22 
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Table 2  |  DISARM Framework

Assess

Execute Prepare

4 Stages

Plan
1.Plan strategy

10.Conduct pump priming

11.Deliver content

12.Maximize exposure

13.Drive online harms

14.Drive offline activity

15.Persist in the information environment

4.Develop narratives

5.Develop content

8.Microtarget

9.Select channels and affordances

7.Establish legitimacy

6.Establish social assets

2.Plan objectives

3.Target audience analysis

16 Tactics

16.Assess effectiveness

4. BEND Framework

The BEND framework was developed by the 

Computational Analysis of Social and Organizational 

Systems (CASOS) research institute at Carnegie 

Mellon University (CMU).23 Located in Pittsburgh, 

Pennsylvania, CMU has a strong emphasis on 

computer science, particularly AI and data science. 

The university conducts numerous interdisciplinary 

studies and has established collaborative courses 

and research centers on campus. These centers 

apply information science across various fields 

including social policy, finance, management, and 

decision science, contributing to the development 

of professionals who utilize computer science 

techniques to address complex issues.

CASOS is part of CMU’s School of Computer Science. 

It is supported by faculty from five schools within 

the university. The center focuses on integrating 

computer science with social science, developing 

algorithms to analyze human social behavior, and 

employing information science techniques to predict 

and assess socio-cultural changes. These efforts 

support evidence-based public policy formulation. 

Key projects at CASOS have included using social 

network analysis to tackle complex social problems 

and developing predictive models through big data 

and machine learning.

The BEND framework is an analytical tool created 

by Kathleen M. Carley and developed by CASOS. 

It is primarily used to analyze community network 

security.24 The framework addresses information 

manipulation and includes two main components: 

narrative manipulation and community network 

manipulation. Each component divides into eight 
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--
Negative

Dismiss
Messages about why the topic is not important

Neutralize
Actions decrease the importance of the opinion 
leader

Distort
Messages that alter the main message of the topic

Negate
Actions that lead to a group being dismantled or 
breaking up, or appearing to be broken up

Dismay
Messages that elicit a negative emotion such as 
sadness or anger

Narrow
Actions that lead to a group becoming sequestered 
from other groups or marginalized

Distract
Discussion about a totally different and irrelevant 
topic

Neglect
Actions that reduce the size of the group or make it 
appear that the group has shrunk

Table 3  |  BEND Framework

Manipulating the narrative Manipulating the social network

++
Positive

Engage
Messages that bring up a related but relevant 
topic

Back
Actions that increase the importance of the opinion 
leader or create a new opinion leader

Explain
Messages that provide details on or elaborate the 
topic

Build
Actions that create a group or the appearance of a 
group

Excite
Messages that elicit a positive emotion such as 
joy or excitement

Bridge
Actions that build a connection between two or more 
groups

Enhance
Messages that encourage the topic group to 
continue with the topic

Boost
Actions that increase the size of the group or make it 
appear that it has grown

categories, split between positive and negative 

intentions. This structure results in a total of 16 

distinct practice patterns (See Table 3 for more 

details).

The BEND framework is designed to systematically 

evaluate community network security by analyzing 

behavioral patterns within networks and executing 

strategic influence measures. It serves to identify, 

analyze, and counteract information manipulation 

activities on social media platforms, aiming to 

prevent the dissemination of false information and 

to maintain the integrity of social structures. Specific 

case studies employing the BEND framework include 

the monitoring of social media group dynamics 

in Ukraine, the assessment of foreign influence 

campaigns in Syria, and the tracking of COVID-19 

conspiracy theories. This framework provides a 

robust set of tools for understanding and mitigating 

the impacts of misinformation, thereby helping 

to safeguard public discourse from the spread of 

misleading content.25 
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5. RICHDATA Framework

The RICHDATA framework, developed by CSET at 

Georgetown University in the United States, focuses 

on several key areas: the foundations of AI, including 

researchers, data, and computing resources; AI 

applications in defense; AI-related policy; and 

biotechnology. Established in 2019, CSET also 

explores the interaction between AI and cybersecurity. 

This includes the influence of cybersecurity on AI 

development, international competition in AI, and AI’s 

role in information manipulation—all of which are 

pertinent to the scope of this report.

The RICHDATA framework systematically organizes 

methods of information manipulation into seven 

primary categories, each with specific subcategories 

that total 28 distinct actions. These are outlined as 

follows: 26

1. Reconnaissance involves preliminary activities 

such as monitoring the environment, identifying intra-

group conflicts, adapting narratives into targeted 

messages, and classifying both the target audience 

and the information channels they frequent.

2. Infrastructure focuses on the setup required for 

carrying out information campaigns, including the 

formation of digital armies, development of digital 

propaganda methods, construction of information 

dissemination channels, website creation, and the 

establishment of security systems for operational 

teams.

3. Content creation and hijacking pertains to the 

production of various types of content—textual, 

visual, and emotional—as well as the dissemination 

of fabricated information.

4. Deployment, uniquely, does not further break down 

into subcategories but involves the strategic release 

and management of the content created in the earlier 

stage.

5. Amplification seeks to extend the reach of 

content through sharing, automating propaganda, 

outsourcing tasks to private sector vendors, 

engaging influencers or super-spreaders, provoking 

discussions within the target audience, and 

embedding populist rhetoric.

6. Troll patrol involves controlled social media 

operations to manage discourse. This includes 

launching new accounts to steer conversations, 

fostering consensus or controversy, and manipulating 

platform algorithms to favor certain viewpoints.

7. Actualization transitions online efforts into the 

physical realm, which includes deactivating control 

over certain social media narratives, organizing 

events, live-streaming these events, and promoting 

active offline participation.

It should be noted that these seven categories 

defined by RICHDATA align with the four stages of 

the DISARM framework, from planning to evaluation. 

Many of the sub-items correspond directly to the 

tactical objectives or methods outlined within the 

DISARM framework.

6.  Comparing DISARM, RICHDATA, and BEND

The examination of the DISARM, RICHDATA, and 

BEND frameworks reveals some major differences 

in their methodological approaches. DISARM and 

RICHDATA primarily organize manipulation tactics 

chronologically, focusing on the sequence of actions. 

In contrast, the BEND framework categorizes 

tactics based on their strategic intent, employing 

classifications such as “dismiss,” “distort,” “dismay,” 

and “distract” to align tactics with the manipulator’s 

objectives.

While the BEND framework excels at scrutinizing 

the characteristics of fraudulent messages and 

identifying the intent behind attacks, it is generally 

tailored for simpler scenarios of misinformation. 
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This specificity is detailed in this report in Section 

2 (“Defining Information Manipulation”), which 

emphasizes that understanding information 

manipulation requires recognizing it as a series of 

connected actions rather than isolated incidents. 

Consequently, the BEND framework, with its focus 

on discrete tactics, may not adequately address the 

complexities of election misinformation, which often 

involves nuanced and multifaceted strategies.

Given this context, the BEND framework has not 

been adopted for our detailed analysis of election 

misinformation in this report. Instead, the emphasis 

will be on frameworks that provide a more holistic 

view of information manipulation, suitable for 

addressing the intricacies of such cases.

Choosing between the RICHDATA and DISARM 

frameworks is more challenging due to their 

similarities. Both frameworks share objectives 

across DISARM’s tactical categories and RICHDATA’s 

techniques, indicating a high degree of overlap. 

Consequently, the principal distinction between the 

two does not stem from their classification methods. 

Instead, this report opts for the DISARM framework 

as the primary analytical tool for the following four 

reasons: 

First, the DISARM framework, unlike RICHDATA, 

offers potential countermeasures for each 

manipulation tactic identified, providing a proactive 

defense strategy. Although it does not yet have 

countermeasures for every tactic, this proactive 

design proves invaluable for government and civil 

organizations committed to thwarting information 

manipulation efforts.

Second, the DISARM framework utilizes the STIX 

data format, widely recognized in cybersecurity 

for data storage and exchange. This compatibility 

facilitates the sharing of discovered tactics among 

analysts, enhancing collaborative efforts to address 

information manipulation across various contexts.

Third, the open-source nature of the DISARM 

framework underscores its adaptability and 

community-driven development. This flexibility allows 

users to refine and expand the framework in response 

to evolving manipulation methods, ensuring it remains 

relevant and effective.

Finally, the dynamic landscape of information 

manipulation necessitates continual updates to any 

effective framework. Unlike the RICHDATA framework, 

which has seen limited updates since its inception, 

Table 4  |  RICHDATA Framework

Reconnaissance:
 Understanding the audience

Amplification:
 Pushing the message

Campaign infrastructure

Troll patrol:
 Controlling the message

Actualization: 
Mobilizing unwitting 

participants

Content creation 
and hijacking

Deployment

01 02 03

0605

04

07



13GenAI and Democracy:
AI-Driven Disinformation in Taiwan’s 2024 Presidential Election and Lessons for the World

the DISARM framework benefits from ongoing 

maintenance by the DISARM Foundation. Regular 

updates, such as the recent upgrade to Version 1.4 

in March 2024, ensure it stays current with the latest 

trends in information manipulation. While the BEND 

framework is continuously maintained by CMU’s 

CACOS and the RICHDATA framework is updated less 

frequently, the DISARM framework’s commitment to 

timely updates and community involvement provides 

a compelling argument for its adoption in dynamic 

environments where up-to-date, actionable information 

is crucial.

International exchange and sharing of case studies 

significantly enhances the analysis of information 

manipulation. This practice not only consolidates 

diverse strategic approaches but also improves the 

analytical capabilities of all participating entities. For 

Taiwan, incorporating international case studies into 

discussions about information manipulation offers 

valuable insights. To facilitate this integration, it is 

essential to adopt a common language and analytical 

framework recognized by global cybersecurity 

communities and authoritative institutions. This 

approach provides two benefits: it allows for the use 

of internationally recognized data standards to share 

instances of information manipulation from Taiwan 

with the global community, and it enables learning 

from similar cases worldwide. 

In fact, MITRE has effectively established numerous 

national databases of hacker attack methodologies 

using the ATT&CK framework, and these serve as an 

indispensable tool for the cybersecurity community to 

analyze attack and defense strategies and to exchange 

case studies.27

In summary, there is no global consensus on standards 

or norms for identifying information manipulation; 

nevertheless, the DISARM framework’s standardized 

data format, open-source accessibility, and consistent 

updates position it as a strong candidate for adoption 

by international organizations.28 Consequently, this 

report employs the DISARM framework to analyze the 

specific cases presented hereafter.
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The 2024 Taiwanese presidential election took place on 

January 13, with candidates from three major parties: 

Lai Ching-te and Hsiao Bi-khim from the Democratic 

Progressive Party, Hou Yu-ih and Jaw Shaw-kong from 

the Kuomintang, and Ko Wen-je and Cynthia Wu from 

the Taiwan People’s Party. This election witnessed 

several instances of information manipulation involving 

AI technology. This report examines four specific cases: 

a 58-second recording allegedly featuring Ko Wen-

je, allegations that Lai Ching-te acted as an informant 

in the Chunfeng Project, a deepfake video depicting 

US Representative Wittman, and a fake document 

concerning undisclosed details of Tsai Ing-wen’s 

past. These cases will be analyzed using the DISARM 

framework to identify and summarize the manipulation 

tactics employed.

7. Ko Wen-je’s 58-Second Audio Recording

On August 16, 2023, at 20:05, an email was sent 

from a Gmail account with the username “Breanna 

Maliska” (jriyotanaiwa88d@gmail.com) to multiple 

major media outlets in Taiwan. The email was 

titled “Audio Record! Mayor Ko reveals secrets 

of Vice President Lai’s visit to the US.” It included 

an attachment named “Mayor Ko Audio.mp3,” 

purportedly containing a recording from an internal 

meeting of the Taiwan People’s Party in August, 

chaired by Mayor Ko Wen-je. See Figure 2 for more 

details.

At 21:24, ETToday News released a story with 

the headline “Breaking News/Blackmail Attack! A 

‘58-Second Mysterious Audio File’ Allegedly Featuring 

Ko Wen-je Criticizing Lai Ching-te, Prompting 

Immediate Clarification from Ko’s Office.” 29 Just five 

minutes later, at 21:29, the article was shared on 

PTT, a prominent Taiwanese online forum.30 By 21:44, 

the story had spread to Facebook, where the fan 

page Rational Neutral Voter ( 李姓中壢選民 ) posted 

screenshots of some PTT comments for further 

Figure 2: Anonymous letter sent to media outlets. Photo sourced from Chen Chih-han’s Facebook page

II. Cases of AI Use in Taiwan’s 2024 Presidential Election
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Table 5  |  Chronology

20:05

21:24

21:29

21:44

21:50

21:58

The Gmail account jriyotanaiwa88d@gmail.com dispatches an email to several major 
media outlets titled “Audio Record! Mayor Ko reveals secrets of Vice President Lai’s 
visit to the US,” which includes a 58-second audio file.

ETtoday publishes a news article titled “Breaking News/Blackmail Attack! ‘58-Second 
Mysterious Audio File’ Mimics Ko Wen-je’s Voice Criticizing Lai Ching-te; Ko’s Office 
Urgently Clarifies.”

A post titled “Breaking News/Blackmail Attack! ‘58-Second Mysterious Audio 
File’ Mimics Ko Wen-je’s Voice Criticizing Lai Ching-te; Ko’s Office Issues Urgent 
Clarification” appears on PTT, sharing an article from ETtoday.

The Facebook fan page Rational Neutral Voter ( 李姓中壢選民 ) shares a PTT post and 

includes selected comments from the discussion for further dissemination.

Chen Chih-han, the spokesperson for the Taiwan People’s Party, clarifies on Facebook 
that the voice, pace, and phrasing in the audio recording show significant differences 
from Ko Wen-je’s own speech.

An article titled “Democratic Progressive Party, don’t go too far!” is posted on Dcard, 
reposting news from ETtoday.

The Investigation Bureau issues a press release stating that the Taipei City Field 
Division, using deepfake detection software, initially determined that the content of the 
audio file was very likely to be a deepfake.

16
AUG

2023

25
AUG

2023

This report uses QSearch to track mentions of “Ko Wen-je,” “audio file,” “Lai Ching-te,” “visit US,” and “official visit” 

across different media platforms.  The issue garnered attention primarily on August 16–18 and again on the 25th 

following the Investigation Bureau’s response to the case. The distribution of articles across platforms suggests 

that the impact of the incident was moderate, likely mitigated by prompt clarifications.

dissemination.31 Finally, at 21:58, the article found its way to Dcard, a popular forum among Taiwanese students, 

under the provocative title “Democratic Progressive Party, Don’t Go Too Far!” 32

In response to the audio file, the Taiwan People’s Party immediately clarified that it was a fake recording aiming to 

deceive and cause confusion, and that the matter had been reported for investigation. Spokesperson Chen Chih-han 

stated on Facebook that the recording’s voice, speech speed, and terminology significantly differed from Ko Wen-

je’s usual manner. The Democratic Progressive Party has urged Ko to file a lawsuit to determine the truth and 

prevent misinformation from affecting the Taiwan elections.33
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Figure 1: The FIMI Response Framework proposed in the EEAS report. Image source: 2nd EEAS Report on 

Foreign Information Manipulation and Interference Threats (see Footnote 22)

Multiple major media outlets in Taiwan received an email 
titled “Audio Record! Mayor Ko reveals secrets of Vice 
President Lai’s visit to the US.”

Verification Efforts

The Taiwan FactCheck Center and MyGoPen have 

not performed forensic analyses on the recording. 

However, the Taiwan FactCheck Center noted in an 

article titled “2024 Election Fact-Checking Notes 

Episode 1: Taiwan’s First Pre-Election AI Fake Audio 

and Tips for Identifying Forged Audio and Video” that 

the recording appears disjointed, incomplete, and 

illogical.35 On August 25, the Investigation Bureau 

announced that the Taipei City Investigation Office 

had used deepfake detection software to assess the 

recording, concluding that it was highly likely to have 

been significantly manipulated.36

Analysis of the Techniques

The tactics identified in the incident involving the 

58-second forged audio file of Ko Wen-je, analyzed 

using the DISARM framework, include several 

key components. First, the use of an anonymous 

Gmail account is classified under Tactics T0090 

(create inauthentic accounts) and T0112 (email 

dissemination). Second, the creation of a forged 

audio recording of Ko Wen-je fits Tactic T0088.001 

(develop AI-Generated audio (deepfakes)). Finally, 

distributing the forged audio to various media outlets 

to garner news coverage corresponds to Tactic 

T0117 (attract traditional media).

8.  Lai Ching-te Was an Informant of  
the Chunfeng Project

On December 22, 2023, a video entitled “Explosive! 

Lai Ching-te's Informant Status Exposed, Chunfeng 

Files and Audio Leaks” was posted on the YouTube 

account TrueTJL. The video featured an AI-generated 

voice purported to be that of retired investigator 

Lin Zhao-lun. It claimed that presidential candidate 

Lai Ching-te had been recruited as an informant for 

the Chunfeng Project, which conducted political 

surveillance, by Lin Zhao-lun, who was an investigator 

at the Taipei City Field Division in 1981. It alleged that 

Jin Guo-biao, the former director of the Bureau’s Fifth 

Department, had confirmed this information.37
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Figure 4: Screenshot from the video titled “Explosive! 

Lai Ching-te’s Informant Status Exposed, Chunfeng 

Files and Audio Leaks.” Source: TikTok

On December 22, following the video’s release, an 

article titled “Explosive! Lai Ching-te’s Informant 

Status Exposed, Chunfeng Files and Audio Leaks” 

appeared on PTT.38 Subsequently, on December 26, 

Chiu Yi posted on Facebook, referring to Lai Ching-

te as “actually the biggest informant,” 39 and on 

December 27, he posted an article on PTT’s Politics 

Blackboard titled “Is Lai Ching-te Also an Undercover 

Agent Sent by the KMT?” This post suggested that 

Lai Ching-te was an informant for the Investigation 

Bureau.40 On December 29, 2023, Dennis Peng’s 

YouTube channel, True Voice of Taiwan, featured an 

interview with Chang Yu-hua. During the interview, 

they discussed the content of the TrueTJL video, and 

Peng claimed that Lai Ching-te was an informant for 

the Bureau of Investigation.41

04
DEC

2023

Table 6  |  Chronology

The True Transitional Justice League website was launched, hosted on the IP address 
123.253.32.123, which is located in China. Concurrently, the YouTube account TrueTJL was 
created.

The YouTube account TrueTJL uploaded a video titled “Explosive! Lai Ching-te's Informant 

Status Exposed, Chunfeng Files and Audio Leaks.”

An article appeared on PTT titled “Lai Ching-te's Informant Status Exposed, Chunfeng Files and 

Audio Leaks.”

The Investigation Bureau’s Cyber Security Division issued a press release to clarify the situation.

An article titled “Is Lai Ching-te a KMT Undercover Agent?” was posted on the PTT Politics 
Forum, alleging that Lai Ching-te is an informant for the Investigation Bureau.

22
DEC

2023

23
DEC

2023

25
DEC

2023

27
DEC

2023
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Fact-Checking Processes

After the release of the video claiming Lai Ching-

te was an informant for the Chunfeng Project, the 

Information Security Department of the Investigation 

Bureau issued a press release on December 25, 2023. 

The release highlighted that retired investigator Lin 

Zhao-lun had contacted the Taipei City Field Division 

to clarify that the voice attributed to him in the video 

was not his. The release also addressed inaccuracies 

regarding the former head of the Investigation 

Bureau, Jin Guo-biao, noting discrepancies with 

factual accounts, particularly as Jin had been 

deceased for some time.44

The fact-checking platform MyGoPen has discovered 

that the video posted by the TrueTJL account 

included a link to truetjl.com, billed as the “True 

Transformation Justice Alliance.” This website’s 

domain was registered through the American 

registrar Namecheap on December 4, 2023. 

The server hosting the site, with the IP address 

123.253.32.123, is based in China.45

Shortly after the video’s release on December 22, 

a post surfaced on the PTT forum on December 

23 titled “Lai Ching-te’s Informant Status Exposed, 

Chunfeng Files and Audio Leaks.” 46 The post’s IP 

address, 185.248.184.1, points to a Linux server 

with an open SSH Port—uncommon for a personal 

computer. This unusual setup suggests that 

the post may have been published from a Linux 

server, potentially serving as a springboard for its 

dissemination.

After the Investigation Bureau issued its press release, 

the “Truth Transitional Justice Alliance” quickly released 

another video, titled “From Shameless Shack ( 賴皮

This report used QSearch to retrieve articles related to the keywords “Lai Ching-te” OR “Informant Lai Ching-te ( 線
民德 )” AND “Chunfeng File OR Chunfeng Project” across various platforms. Before the release of a controversial 

video on December 22, the YouTube channel Ou Chung-ching had frequently discussed the issue.42 In response 

to the video, the Investigation Bureau issued a clarifying press release on December 25.43 Subsequently, a total 

of 29 articles was published on this topic on December 25–26, after which the volume of discussion rapidly 

declined. Given the swift official clarification and the number of articles referencing the topic across platforms, 

the credibility of the original anonymous source was perceived as relatively low, resulting in the incident having a 

limited dissemination impact.

Video titled “Explosive! Lai Ching-Te’s Informant 
Status Exposed, Chunfeng Files and Audio Leaks.” 
uploaded to Youtube

Figure 5: Number of cross-platform articles on the QSearch platform regarding the Lai Ching-te Chunfeng Project incident
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Figure 6: The IP of the post published in real time on PTT is from a Linux server

寮 )  to Chunfeng Files: The True Face of Lai Ching-te 

Revealed, Strains Between Tsai and Lai Exposed.” The 

website then issued a warning: “Unless Lai publicly 

acknowledges his informant role, we will continue to 

release Chunfeng Files data.” Subsequently, updates 

ceased, and the website was shut down, becoming 

inaccessible.

The dissemination of the video titled “Lai Ching-te 

Was an Informant of the Chunfeng Project” raises 

several red flags. This video was simultaneously 

shared by multiple YouTube accounts under dubious 

circumstances. On December 25, eight YouTube 

channels uploaded the video. Three of these 

accounts were created on the very same day, while 

two pre-existing channels had either never posted 

before or only had a single previous upload. Two 

other channels, which had historically posted content 

unrelated to Taiwanese politics, also distributed the 

video. The Taiwan FactCheck Center suggested, 

through an account investigation platform, that the 

channels likely belong to a foreign entity, indicating 

a strategy involving the use of newly created or 

disposable channels to spread the video.47

Analysis of the Techniques

Since August 2023, media outlets had circulated 

claims that “Lai Ching-te was an informant of the 

Chunfeng Project network,” suggesting that this was 

likely a longstanding piece of misinformation. The 

attackers employed a specific strategy, involving 

the creation of new websites, YouTube channels, 

Facebook fan pages, and other digital platforms. 

On these platforms, they uploaded audio files and 

videos fabricated using AI technology. This approach 

was designed to enhance the reach and effect of the 

misinformation, with the ultimate goal of discrediting 

a specific political candidate.

This report applies the DISARM framework to 

deconstruct the methodologies employed in this 

incident, identifying multiple attack tactics used 

by the operator. First, the tactic involved referring 

to Lai Ching-te as an informant of the Chunfeng 

Project, accompanied by leaks of audio and video 

from the TrueTJL YouTube account. This method 

aligns with Strategy T0088.001 of the framework 

(develop AI-generated audio). Second, the creation 

of the “True Transitional Justice League” website 

and the establishment of the TrueTJL YouTube 
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account are covered under Strategies T0098.001 and 

T0090.001, which cover the creation of inauthentic 

news sites and the creation of anonymous accounts, 

respectively.

Furthermore, the operation leveraged pre-existing 

narratives already circulating on media platforms 

prior to the release of the materials, such as Temple 

Talk and statements by Ou Chung-ching labeling 

Lai Ching-te as a pivotal figure in the Chunfeng 

Project. These actions are categorized under 

Tactic T0022.001 (amplify existing conspiracy 

theory narratives). Finally, the incident involved 

impersonations of Lin Zhao-lun and Jin Guo-biao in 

the audio files, a maneuver falling under Strategy 

T0009, whereby pseudo-experts are employed to lend 

false credibility to the disinformation.

In the later stages of the operation, the account 

actively uploaded videos to platforms such as 

Facebook and YouTube (T0105.002: Video sharing) 

and propagated related news through its websites 

(T0049.007: Inauthentic sites amplify news and 

narratives), aiming to magnify the message’s impact. 

Furthermore, the Taiwan FactCheck Center noted 

the use of newly established or acquired disposable 

accounts (T0090: Create inauthentic accounts) to 

simultaneously upload videos on YouTube, thereby 

attempting to broaden the message’s dissemination.

9.  Deepfake Video Linked to US 
Representative Wittman

Chronology

On December 29, 2022, at 13:02 Taipei time, a 

post appeared on Reddit’s Republican and Taiwan 

forums, titled “Rob Wittman Stood for Bi-khim Hsiao.” 

It featured a video clip that was a montage of an 

interview with Rob Wittman, the vice chairman of the 

United States House Armed Services Committee, 

conducted on March 2, 2022 by Washington, D.C.’s 

WUSA9 television station. The video included an 

audio segment that seemed to have been created 

using deepfake technology, purporting to show 

Wittman expressing support for Bi-khim Hsiao.48

On the same day at 17:56, a post appeared on the 

PTT platform under the username Godisme73, 

claiming, “The US has taken sides, releasing videos 

supporting Lai-Hsiao’s election,” accompanied by a 

link to the video.49 Shortly after, Mobile01 featured 

an article with the headline “PTT Breaking News: 

the US sides with DPP” by user Qm671006.50 Later 

that evening at 23:51, the Facebook fan page I Am 

Taiwanese, Taiwan Is Our Country uploaded the same 

video, stating, “Vice chairman of the United States 

House Armed Services Committee endorses Bi-khim 

Hsiao.” Screenshots shared by users indicate that the 

video was widely circulated across various Facebook 

communities.51 

Figure 7: Screenshot of the original post appearing on Reddit. 

Image Source: PTT
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23:51

13:02

17:56

19:08

An article titled “Rob Wittman Stood for Bi-khim Hsiao” appeared on the Republican 
and Taiwan subreddits on Reddit.

An article titled “The US Takes Sides: Video Released Supporting Lai-Hsiao Election” 
appeared on PTT.

An article titled “PTT Reveals: US Sides with and Supports the Democratic Progressive 
Party” appeared on Mobile01.

A video was uploaded to the Facebook fan page I Am Taiwanese, Taiwan Is Our 
Country, claiming, “US Military Committee Vice Chairman Appears on Camera in 
Support of Bi-khim Hsiao.”

29
DEC

2023
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On December 30, the Taiwan FactCheck Center 

confirmed that the video was fabricated.52  Meanwhile, 

users on PTT posted analyses under titles such as 

“Lobbying the US for Election Intervention or Flank 

Groups Fabricating Videos to Deceive Supporters,” 

scrutinizing the video for signs of forgery to challenge 

the narrative of “the US taking sides.” 53 Following 

this, several users circulated the Taiwan FactCheck 

Center’s findings for further clarification.54

Our team utilized QSearch to investigate the presence 

of content related to the keywords “Vice Chairman of 

the United States House Armed Services Committee,” 

“Rob Wittman,” AND “United States & Endorse” across 

various platforms from December 27 to January 6. 

We identified only one fan page within QSearch’s 

monitoring scope that had shared this video. Other 

reposts, made by individuals in various groups, fell 

outside QSearch’s monitoring capabilities.55 Despite 

this, traffic data indicates that major news websites 

primarily covered the clarifications issued by the 

Taiwan FactCheck Center, suggesting that the 

misinformation incident did not achieve widespread 

dissemination.

Figure 9: Number of cross-platform articles on the QSearch platform for this case study

Video titled “Rob Wittman Stood for Bi-khim Hsiao” uploaded to Reddit
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Fact-Checking Processes

The Taiwan FactCheck Center has confirmed that the 

video in question was altered from an interview with 

Wittman conducted by WUSA9, a television station 

in Washington, D.C., on March 2, 2022. In the original 

interview, Wittman discussed the Ukrainian crisis, 

the American economy, and recovery from COVID-19, 

without any mention of the presidential election in 

Taiwan. 

Taiwan FactCheck Center’s analysis revealed that 

the authentic video was only 20 seconds long and 

included a brief appearance of a man in a black suit, 

indicating that the altered video was spliced from 

two different segments of the original broadcast. 

Discrepancies in Wittman’s voice and lip movements 

between the altered and original footage suggest 

that his lip movements and voice were manipulated 

in the edited version.

Furthermore, the Taiwan FactCheck Center 

conducted a search for Wittman’s public statements 

and news coverage on December 29 and found 

no evidence that he publicly campaigned for the 

Democratic Progressive Party. Consequently, the 

Center concluded that the information presented in 

the edited video was false.56

Analysis of the Techniques

In the Wittman case, the attacker employed three 

primary manipulation tactics. First, the “reuse 

existing content” tactic, coded as T0084 under the 

DISARM framework, involved using sourced interview 

clips from TV stations; second, they downloaded 

Wittman’s audio and altered his mouth movements 

in the video using AI deepfake technology, 

corresponding to the “develop AI-generated videos 

(deepfakes)” tactic, coded as T0087.001; third, the 

uploader disseminated Wittman’s video on Reddit, 

which was subsequently cross-posted to Taiwan’s 

PTT and Facebook platforms. This action aligns with 

the “cross-posting” tactic, coded as T0119, which 

aims to amplify the video’s reach and impact.

10.  “The Secret History of Tsai Ing-wen” 

Chronology

On January 2, 2024, an anonymous individual 

uploaded a 318-page PDF file titled “The Secret 

History of Tsai Ing-wen” to the document publishing 

platform Zenodo. Shortly thereafter, numerous 

accounts began disseminating the document 

across social media platforms, including Twitter and 

Facebook. Several anonymous accounts shared the 

file with opinion leaders in the Chinese-speaking 

world.57

Simultaneously, online media platforms such as 

Mirror Fiction began experiencing multiple account 

invasions, leading to the uploading of documents 

titled “The Secret History of Tsai Ing-wen.” 58 Other 

platforms, including Wikipedia, Pixnet, Breaking 

News Commune, TikTok, PTT, and Vocus also saw 

consecutive postings of articles containing content 

from “The Secret History of Tsai Ing-wen.” 59

Following the dissemination of these documents, an 

influx of new users joined YouTube between January 

4 and January 10, 2024. These accounts posted a 

series of videos citing the “Secret History of Tsai 

Ing-wen.” According to a survey by the Australian 

Strategic Policy Institute (ASPI), up to 490 videos 

were uploaded by these accounts.60 The content 

used GenAI virtual broadcasters, mimicking news 

reporting styles to recount scenarios from the “Secret 

History of Tsai Ing-wen” documents. YouTube has 

since suspended these channels.
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Figure 10: The video titled “The Secret History of Tsai Ing-wen” uploaded on the YouTube platform. Image source: Austin Horng-En Wang’s Facebook 

( 王宏恩臉書 ) 61

A 318-page PDF titled “The Secret History of Tsai Ing-wen” appeared on the publishing 

platform Zenodo.

A large number of fake accounts began uploading videos titled “The Secret History of 
Tsai Ing-wen” to YouTube.

On the Politics Blackboard section of PTT, a post appeared titled “FB Sparks a ‘Secret 
History’ Craze!” that shared a link to the eBook “The Secret History of Tsai Ing-wen.”

Table 8  |  Chronology

02
JAN

2024

04
JAN

2024

05
JAN

2024
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News Verification Processes

According to an analysis by ASPI, the metadata 

within the PDF of “The Secret History of Tsai Ing-wen” 

confirms that the document was edited using WPS 

Word, a piece of word processing software developed 

by China’s Kingsoft Corporation. This software is 

predominantly used in China.62

The content and format of the “Secret History of Tsai 

Ing-wen” video uploaded on YouTube is complex. 

According to a report by Radio Taiwan International, 

Taiwan’s national security unit highlighted that 

the video uses numerous Chinese idioms, such 

as “Tsai’s regime,” “island residents,” “Trump,” and 

“wild behavior.” These terms differ from common 

expressions in Taiwan.63 Some videos were edited 

using “CapCut,” a piece of software developed by 

China’s ByteDance, and feature a broadcaster created 

by D-ID, an American software company, using 

artificial intelligence.64 However, since these videos 

indicate that the D-ID platform was used without 

payment, they suggest no partnership between the 

attacker and D-ID. Other videos utilized “Qimiao 

Meta,” a platform by the Chinese company Chumen 

Wenwen, to create an AI anchor. The ASPI noted that 

case studies on the platform’s website show that it is 

used by China’s police and public security system to 

produce training videos.65 

The dissemination of the “Secret History of Tsai 

Ing-wen” video involved numerous fake accounts. 

Keelung City Councilor Jiho Chang revealed on 

Facebook that several accounts sent him messages 

about the video, with two of these accounts appearing 

to use AI-generated profile pictures, characterized by 

identical eye and mouth positions.66 Taiwan AI Labs 

analyzed the YouTube accounts posting the video and 

found that most were created between January 4 and 

January 8.67

This report used QSearch to search for the keyword “The Secret History of Tsai Ing-wen” and review the number of 

related articles across different platforms at the time. Most accounts posting related texts and videos were newly 

registered and thus were not on the QSearch monitoring list. Data collected by QSearch primarily consisted of news 

reports and clarifications. The peak of the topic occurred on January 10, 2024, when the incident was reported in 

the news and clarified by national security units. Based on the article sharing status, the incident did not result in 

widespread dissemination.

Figure 11: Number of cross-platform articles in the case study of “The Secret History of Tsai Ing-wen” on the QSearch platform

A 318-page PDF titled “The Secret History of Tsai Ing-Wen” 
appeared on the publishing platform Zenodo
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ASPI has identified that the dissemination of the 

“Secret History of Tsai Ing-wen” on platforms such 

as Twitter, Facebook, and YouTube is predominantly 

linked to a fake social network known as 

“Spamouflage.” The Zenodo platform, used to upload 

the “Secret History of Tsai Ing-wen” PDF, has also 

been used by Spamouflage to upload a document 

alleging that COVID-19 originated in the United 

States, indicating a connection to Spamouflage’s 

operations.68

Analysis of the Techniques

The attacker employed five principal techniques 

during the preparation stage of this incident. First, 

they fabricated a spurious “secret history of Tsai Ing-

wen,” attributed to a counterfeit researcher, using 

Tactics T0009 (Create fake experts) and T0022.002 

(develop original conspiracy theory narratives). 

Second, the attacker uploaded the document to 

Zenodo and created a series of videos simulating 

news programs discussing its content, employing 

tactics T0023.002 (edit open-source content) 

and T0087.001 (develop AI-generated videos 

(deepfakes)). Lastly, numerous accounts were 

registered across various platforms, representing 

Tactic T0090 (create inauthentic accounts), to 

facilitate subsequent comments, posts, and message 

dissemination by the attacker.

During the execution phase of the attack, the attacker 

sequentially commented on Facebook using the 

fake accounts they had previously set up. This tactic 

falls under T0116, which involves commenting on or 

replying to content. They then reposted the content 

to platforms such as Vocus and PTT or uploaded 

videos to YouTube, corresponding with T0115, the 

posting of content. The attacker manipulated the 

fake accounts to send content to individuals such as 

Keelung City Councilor Jiho Chang, aiming to provoke 

a counterattack in the form of sharing. These actions 

are categorized as T0039, the tactic of baiting 

legitimate influencers.

Viewed holistically, the attackers aim to inundate social 

platforms with information about the “secret history 

of Tsai Ing-wen” (T0049: Flooding the information 

space) to manipulate the platform’s algorithms (T0121: 

Figure 12: Some content shared on the account of Keelung City Councilor Jiho Chang (2024) appears to be generated by AI, 

reflecting the Spamouflage pattern previously identified by Graphika (right)
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Manipulate platform algorithm) and increase the 

visibility of this information to wider audiences.

11. Limited Impact

Upon reviewing the cases from Taiwan’s 2024 

presidential election, it becomes clear that numerous 

instances of information manipulation utilized AI. These 

primarily targeted scandals involving candidates, with 

only one case falsely representing political statements 

through fabricated news reports. Methodologically, 

these instances often employed AI deepfake technology 

to produce audio or video clips. The dissemination 

typically began with anonymous accounts, which 

created breakpoints in information flow. Some of these 

accounts used AI-generated avatars to enhance their 

human-like appearance, thereby amplifying their ability 

to spread disinformation.

The analysis of four cases by QSearch indicates 

that their impact was minimal and did not result in 

prolonged, heated discussions. This report suggests 

that the use of anonymous accounts to disseminate 

information contributed to the lack of traditional media 

coverage. Moreover, rapid and timely clarifications 

through media exposure helped to minimize the impact 

of these information manipulations.

Registering an 
anonymous 
Gmail account

Conduits

Immediate 
clarification

Responses

Sending emails 
to media outlets

Execution

03 04 05

Creating an anon-
ymous website; 
registering anony-
mous YouTube 
and Facebook 
accounts

The Investiga-
tion Bureau is-
sued a press re-
lease to provide 
clarification

Releasing videos 
via anonymous 
websites and 
accounts

Using existing 
accounts

The Taiwan 
FactCheck 
Center issued 
a clarification

Posted on 
Reddit and 
subsequently 
shared on other 
platforms

Registering anony-
mous accounts, 
some of which 
use AI-generated 
avatars

The media 
interviewed na-
tional security 
personnel for 
clarification

Spreading informa-
tion using anony-
mous accounts by 
sending messages, 
posting updates, 
and uploading 
videos

01

Ko Wen-je’s 
58-Second Audio 
Recording

Lai Ching-te Was 
an Informant for 
the Chunfeng 
Project

Deepfake 
Audio-Visual 
Content Linked 
to US Represen-
tative Wittman

The Secret 
History of Tsai 
Ing-wen

Cases

Using GenAI to 
create deepfake 
audio recordings

Contents

02

Incorporating 
AI-generated 
deepfake audio 
recordings into a 
video

Using GenAI to 
modify existing 
news videos

Using GenAI to 
mass-produce 
videos

Table 9  |  Cases of AI-Driven Information Manipulation in the 2024 Taiwan Presidential Election
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To better understand how GenAI could influence 

information manipulation during elections, this 

report includes several notable international cases 

alongside the Taiwan example. The objective is 

to expand readers’ awareness of election-related 

information manipulation tactics and to illustrate 

potential challenges that Taiwan might encounter in 

future elections.

12. Deepfake Applications in India’s Elections

Elections in India have long been intertwined with the 

use of technology. As early as 2012, the Bharatiya 

Janata Party (BJP) employed 3D holographic 

projections of Narendra Modi to enable him to deliver 

campaign speeches simultaneously across multiple 

locations. This technology saw extensive use during 

Modi’s 2014 nationwide campaign for prime minister. 

Importantly, while this technology significantly 

accelerates the dissemination of information, it does 

not alter the content of the messages.

In February 2020, actor-turned-politician and 

Bharatiya Janata Party legislator Manoj Tiwari 

employed deepfake technology in his election 

campaign. Before the local legislative assembly 

elections, Tiwari engaged Delhi’s diverse ethno-

social groups with three videos in Hindi, Haryanvi, 

and English. While the Hindi video was originally 

recorded, the other two were created using GenAI. 

This technology altered lip movements and facial 

expressions to increase the authenticity of the 

videos.69

In October 2020, an AI startup called The Indian Deepfaker 

was launched.70 The company leveraged AI technology 

to replicate the voice of Ashok Gehlot, a chief minister 

candidate for Rajasthan’s state assembly. During the 

November assembly elections, Gehlot’s campaign team 

used this technology to distribute personalized videos to 

individual voters through WhatsApp. Each video began 

by addressing the voter by name, aiming to forge a closer 

connection between the candidate and the voters and 

enhance their sense of personal engagement.71

The Dravida Munnetra Kazhagam (DMK) in India was 

led by Muthuvel Karunanidhi from 1969 until his death 

in 2018. Known as the spiritual leader of the DMK, 

Karunanidhi posthumously appeared in a video in 

January 2024, created using AI deepfake technology. In 

the video, he congratulated a political colleague on the 

publication of a new book and lavishly praised his son, the 

incumbent DMK president and Tamil Nadu Chief Minister 

Muthuvel Karunanidhi Stalin, for his significant political 

achievements.72

In fact, the late Karunanidhi was “revived” multiple times 

using deepfake technology during 2023–24. Through 

a series of deepfake speeches, he supported his son’s 

political reputation. The prevalent use of deepfake 

technology increasingly blurs the distinctions between 

truth and falsehood, reality and virtuality, perception and 

fantasy. However, as noted by an unnamed technical 

consultant in India, “no political party considers 

manipulating voters through artificial intelligence a 

crime; it is merely part of campaign strategy.” 73

III. Echoes of Influence: Tracing AI in Elections Globally

Figure 13: Modi uses 3D holographic technology for simultaneous 

campaigns across multiple venues. Source: Narendra Modi (2013)
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Analysis of the Techniques

In the current Indian election landscape, there are 

no clear instances of misinformation or malicious 

distortion of information. Instead, the focus often 

lies on amplifying and manipulating information 

that is seen as beneficial. The content produced by 

GenAI blurs the line between reality and fantasy. 

The practice of using the popularity and political 

influence of deceased politicians to boost electoral 

reputations challenges conventional fact-checking 

standards, making it difficult to discern whether such 

representations align with the late politician’s original 

intentions or are simply tools of manipulation. 

Current politicians frequently use images or 

anecdotes of deceased politicians to bolster their 

own campaigns. Consequently, contemporary 

deepfake incidents can be viewed as a continuation 

of these traditional political tactics. Therefore, 

adjudicating such deepfake instances with standard 

fact-checking methods proves challenging. However, 

the motivations behind political manipulations can be 

analyzed, with methodologies for such examinations 

detailed in subsequent sections.

The case of India’s elections demonstrates that 

political propaganda and information manipulation 

are closely interconnected. Political operatives utilize 

media and emerging technologies to shape public 

perceptions and understandings of issues or political 

figures, effectively influencing cognition. This process 

of cognitive creation aims to impact voter emotions 

and decision-making, thereby affecting election 

outcomes or public support for specific policies. 

For those in power, the advantages of AI technology 

in manipulating information are clear. The DISARM 

framework, which focuses on democratic defense, 

categorizes the promotion of state propaganda as a 

tactic of information manipulation (T0002: Facilitate 

state propaganda).

Current Indian law does not specifically regulate the 

use of deepfake AI technology. In instances where 

information leads to disputes, law enforcement must 

operate within the existing legal framework. They 

determine the basis for action by assessing whether 

the case involves defamation, false information, 

or other substantial damages that infringe on 

individuals’ rights. Within the DISARM framework, this 

approach aligns with defensive measures designed 

to block harmful information pollution (C00071: 

Block source of pollution).

The Indian case demonstrates decentralized 

collaborative behavior in deepfake information 

manipulation. According to the Influence Industry 

Project, a German think tank, the coordinated 

instances of deepfake information during the Indian 

election process were not primarily disseminated by 

centralized or organized institutions. Instead, “diffuse 

actors” without institutional affiliations played a 

significant role in spreading the information.74

In reality, individual voters and volunteers are not 

entirely isolated from the campaign team but 

instead engage in a more indirect and loose form 

of interaction to mobilize other voters. Within the 

DISARM framework, this is identified as a tactic 

where the attacker recruits’ supporters (T0091.002: 

Recruit partisans). Although the spontaneous 

information dissemination behaviors of such 

Figure 14: The late political figure Karunanidhi has 
been resurrected through deepfake technology, making 
appearances to praise his son’s political achievements. 
Source: Nilesh Christopher (see Footnote 72)
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participants do not meet the criteria for CIB, from a 

practical standpoint, this type of spontaneous participation 

could serve as a model for the widespread dissemination 

of deepfake information in the future. Analyzing and 

assessing its impact is crucial.

Despite prevailing trends, most countries currently address 

election-related information manipulation primarily within 

a political-centric election model, focusing on candidates 

and their campaign teams. Within this framework, 

managing activities from non-centralized participants 

poses a complex challenge, necessitating a significant 

role for online platforms in front-line manipulation 

control. To address this, the DISARM framework includes 

platform regulation as a method to counteract information 

manipulation (C00012: Platform regulation). Moreover, 

within the DISARM framework, censorship is recognized 

as a method to protect against information manipulation 

(C00016: Censorship).

Democracy Impact Assessment

Considering the cases discussed, information 

manipulation and strategic marketing greatly influence 

India’s electoral landscape. Through a variety of deepfake 

technologies, actors can indeed achieve purposes such 

as promotion of their political accomplishments, bridging 

the gap between themselves and the public, and even, 

fostering a sense of unity amongst supporters. However, 

as Rajeev Chandrasekhar, India’s minister for electronics 

and information technology, pointed out, due to the 

enormous scale of internet users in India, the country is 

more likely to perceive the threats brought upon by these 

deepfake technologies “earlier” than the rest of the world. 

He has urgently called on social media companies to 

establish “explicit regulatory rules” and accountability for 

any deepfake content generated by artificial intelligence 

on their respective platforms.75

This contradiction underscores the complex emotions 

users have towards GenAI, marked by both anticipation 

and concern for potential harms. It also highlights the 

complex dynamics among stakeholders when GenAI 

is used for information manipulation. Consequently, 

developing a regulatory framework to effectively manage 

the dissemination of false information presents a 

formidable challenge. From a broader comparative 

perspective, the issues encountered in India are not 

isolated but are indicative of a global democratic 

governance dilemma triggered by the rise of AI.

13.  The United States: Pentagon Explosion 
Deepfake Image

On May 22, 2023, a Twitter (now known as X) user 

BloombergFeed, with a verified blue check, posted a tweet 

stating, “Large Explosion near the Pentagon Complex 

in Washington, D.C.,” accompanied by a photograph 

depicting an explosion at the Pentagon (see Figure 14 

in this report). The tweet quickly garnered widespread 

views and shares.76  The Pentagon, located near the White 

House in Washington, D.C., serves as the headquarters of 

the US Department of Defense and is a potent symbol of 

US military power. The sensitive nature of the topic is self-

evident. Drawn by the tweet’s virality, several mainstream 

media outlets immediately replicated the photo and 

reported on theincident without adequate verification, 

leading to its extensive dissemination.

The timing of the tweet, just before the US stock market 

opened, and its amplification by @RT_com, the official 

account of Russia state-affiliated news agency Russia 

Today, with over 3 million followers, triggered immediate 

short-term volatility in the stock market. As trading began, 

the S&P 500 index briefly fell by 0.3%, and the Dow Jones 

Industrial Average swiftly dropped 85 points within four 

minutes. Although the market quickly corrected itself after 

the misinformation was clarified, it is estimated that this 

incident led to a temporary loss of approximately 500 

billion USD in the S&P market.77

Media reports indicate that local police and 

fire officials, upon receiving the news, promptly 
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informed the public that the tweet was false and 

that no incidents had occurred at the Pentagon, 

ensuring there was no cause for immediate concern. 

A Pentagon press officer, overwhelmed by numerous 

media inquiries, confirmed, “Nothing has happened 

here, although we have received many calls seeking 

confirmation of the situation.” 78

Dual Fronts against Disinformation:  

Fact-Checking and AI Error Analysis

US government departments, including Pentagon 

officials and representatives of the police department 

in Arlington, Virginia, were quick to deny reports of 

an explosion on Twitter as soon as they received the 

news, helping to swiftly curb the spread of malicious 

misinformation. Nevertheless, some media outlets still 

incorrectly reported on the incident, leading to brief 

public panic.

Figure 15 displays several common errors prevalent 

in AI image generation, including the distortion and 

deformation of the fence structure, the silhouette of 

the streetlight in the foreground that contradicts the 

logic of light and shadow, overlapping images of the 

grass and concrete, and discrepancies between the 

architectural details and their physical realities.79  

As Professor Hany Farid, a digital forensics expert 

at the University of California, Berkeley, observes: 

“This image showcases the characteristic features 

of generative failures: structural errors are evident in 

the buildings and fences, but these errors could be 

obscured if smoke were added to the photo by the 

creator.” 80

Analysis of the Tactics 

This piece of false information was immediately and 

widely retweeted on Twitter. Renowned media outlets 

with large followings, such as Russian state-affiliated 

media Russia Today and the financial news site 

ZeroHedge, sequentially shared the false information 

about the Pentagon explosion (T0086.002: Develop AI-

generated images (deepfakes)). The Twitter account 

Bloomberg Feed, despite having no connection to 

Bloomberg and only resembling its name, caused 

confusion that led numerous international media 

outlets to mistakenly report on the event in succession, 

thereby accelerating the spread of the disinformation 

(T0099.002: Spoof/parody account/site).81

Despite the immediate removal and rectification of 

erroneous tweets by Russia Today following fact-

checking (C00070: Block access to disinformation 

resources), a statement was released saying, “Just 

like quick-paced news verification, we inform the 

public about circulating reports. Once we ascertain 

the source and authenticity, we will take appropriate 

measures to correct it” (C00188: Newsroom/journalist 

training to counter influence moves).82

Twitter’s blue check system is traditionally viewed 

as a key symbol of content verification (C00099: 

Strengthen verification methods). However, as of April 

2023, Twitter has revised its blue check verification 

mechanism. Now, both individual internet users and 

Figure 15: Original tweets on the Pentagon deepfake bombing 

incident. Source: X (previously known as Twitter).
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organizations can secure blue check verification 

through payment, signaling that the account’s 

information is considered trustworthy. As a result, the 

blue check now represents not only verified entities but 

also premium accounts that users have purchased. In 

this instance, misleading information from blue-check-

verified accounts was erroneously spread, leading 

to brief yet significant social unrest. Conversely, the 

Arlington Police Department in Virginia lacked a paid 

blue check, complicating public understanding of the 

significance of its messages.

Assessments

The creation, dissemination, and manipulation of 

false information have become increasingly rampant 

in our contemporary internet-driven society. This 

particular case is exceptional due to the rarity of a 

single community media post causing such significant 

turmoil and leading to substantial economic losses, 

primarily due to the cascading effects triggered 

by mainstream media. These outlets, whether 

intentionally or not, quickly broadcast unverified 

information, leveraging their significant dissemination 

power and even appearing on US television news. 

Although fact-checking and clarifications were 

promptly executed in this case, the public struggled 

to access corrected, comprehensive information. The 

delay in fact-checking also caused sharp fluctuations 

in the US stock market. Looking ahead, with the 

rapid advancement of GenAI, the production of false 

information is becoming cheaper, faster, and more 

sophisticated. Reflecting on this incident, public 

discussions have intensified around the tagging and 

regulatory dissemination of AI-generated content, 

leading to the National Institute of Standards and 

Technology (NIST) revising its Risk Management 

Framework 2.0 within the same year.

14.  The United States: Biden’s Deepfake 
Telephone Recording in 2024

On January 22, 2024, numerous residents in New 

Hampshire, United States, reported receiving calls 

from an unidentified source, as documented by 

credible media outlets including CNN, ABC, NBC, 

and confirmed by official government statements. 

The voice in the calls, mimicking that of current US 

President Joe Biden, advised Democratic voters to 

delay their participation in the Democratic primary 

scheduled for January 23, suggesting they wait for 

the official presidential general election in November 

instead.

The caller claimed that voting in the primary would 

inadvertently benefit the Republican presidential 

candidate, Donald Trump. The authenticity of the call 

was enhanced by the voice’s resemblance to President 

Biden and the use of his familiar catchphrase, “what 

a bunch of malarkeys.” This incident not only sowed 

confusion among voters about the authenticity of the 

message but also marked the first documented use 

of deepfake technology in the 2024 US presidential 

election. The episode has since drawn significant 

attention from domestic and international entities 

across government, industry, and academia.83

On February 6 of the same year, federal and state 

governments in the United States collaborated to 

actively trace the source of a deepfake audio incident. 

Within two weeks, investigators identified that 

the audio was produced by a company called Life 

Corporation, which had then contracted Lingo Telecom 

to distribute it throughout New Hampshire.84 

The Federal Communications Commission (FCC) 

swiftly intervened, launching an investigation 

and subsequently suspending the operations of 

both companies.85 The judicial authorities in New 

Hampshire have initiated prosecution, holding the 

companies criminally liable for attempting to influence 

the election with deepfake audio.
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The incident involving a deepfake audio of President 

Biden’s voice had significant repercussions. It raised 

concerns within the political community and initiated 

debates on the need for policies to regulate GenAI. 

Given that the distribution of this false information 

involved technology companies, there is an ongoing 

discussion about whether these companies should 

be responsible for regulating the content they 

disseminate. At the Munich Security Conference on 

the 18th of the same month, major tech companies 

including Amazon, Google, Microsoft, and OpenAI 

proposed a self-regulation framework. This 

framework is intended to prevent inappropriate uses 

of AI technology, especially as the 2024 election 

approaches.86

Fact-Checking Processes

Due to the deepfake content of this case related to 

the 2024 US presidential election, several citizens 

promptly reported to local judicial authorities, 

triggering an immediate investigation. Prior to the 

Democratic primary on February 26, 2024, the White 

House press secretary publicly stated that the 

telephone conversation in question was completely 

false, denying the existence of a presidential 

recording.87 On the other hand, while some media 

outlets considered accurate identification almost 

impossible, the voice fraud detection company 

Pindrop soon analyzed and published the technical 

source behind the deepfake call. By filtering the 

audio, extracting features, scoring those features, 

and then comparing, Pindrop was able to verify the 

source of the deepfake call.88 

Analysis of Information Manipulation Techniques

The incident involving a forged Biden voice during the 

Democratic primaries is distinct for its use of GenAI 

technology in conjunction with traditional telephony. 

This combination allowed for the creation of lower-

cost, high-quality deepfake audio (T0088.001: 

Develop AI-generated audio (deepfakes)) quickly. 

Also, traditional automated voice telephone systems 

(T0090.003: Create bot accounts) facilitated rapid 

dissemination, a method distinct from more common 

online channels (T0105: Media sharing networks). 

This approach is particularly effective in reaching 

digitally vulnerable populations, posing significant 

risks to the integrity of democratic elections.

The US government’s handling of this case involved 

a variety of defensive measures. The initial response 

was the rapid initiation of fact-checking (C00014: 

Real-time updates to fact-checking database) 

and public disclosure (C00028: Make information 

provenance available). This was quickly followed 

by government agencies launching an investigation 

within two weeks of the event. The FCC then imposed 

sanctions by revoking the operational permissions 

of the parties involved (C00098: Revocation of 

allowlisted or verified status). This incident also 

served as a catalyst to strengthen the regulatory 

framework for GenAI (C00159: Have a disinformation 

response plan).

Assessments

The Biden phone call deepfake incident is the first 

known instance of GenAI being used to interfere 

in the 2024 US presidential election. Despite quick 

actions to suppress the deceptive content and trace 

its origins, the incident raised widespread concerns 

across the technology sector, political arena, and 

Figure 16: Analyzing deepfake origins via audio feature comparison. 

Source: Pindrop (see Footnote 83)
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academia. Notably, after President Biden issued Executive 

Order 14110, which mandates all US federal agencies to 

develop regulatory frameworks for GenAI by May 2024, 

questions have arisen about whether these frameworks 

can effectively oversee, suppress, or combat the creation 

and spread of such fraudulent information. This issue has 

become a critical indicator for future policy considerations 

and debates.89 

15.  France: Fabricated France 24 TV News 
Broadcast

On February 11, 2024, the Elysée Palace announced the 

postponement of President Emmanuel Macron’s trip 

to Ukraine, citing safety concerns amid the sensitive 

Ukrainian–Russian conflict. This sparked public curiosity 

about the reasons behind the cancellation. However, 

on February 14, three days after the announcement, a 

counterfeit video of a France 24 news segment began 

widely circulating on Twitter. In the video, purported France 

24 anchor Julien Fanciulli claimed that Macron’s decision 

was influenced by an alleged Ukrainian plot to assassinate 

the French president and blame Russia, aiming to garner 

international attention and boost support for Ukraine.90

The message initially appeared on a pro-Russian Telegram 

channel on February 13. The following day, Russia state-

affiliated media outlet Izvestia published an article citing a 

tweet from the user @Jose_FERNANDE8. The message 

then gained significant traction on February 15th after 

being shared by Dmitry Medvedev, the former Russian 

president and current prime minister.91

Fact-checking Processes

The video closely resembles a news clip uploaded 

to France 24’s YouTube channel on February 12, 

featuring identical trading information displayed at 

the bottom. However, it contains no reference to an 

assassination plot against Macron, and the anchor’s 

lip movements are out of sync with the audio.

On February 15, France 24 (2024) released an article 

to refute rumors of a supposed assassination plot 

against Macron, identifying it as a hoax crafted 

with deepfake technology. The next day, anchor 

Julien Fanciulli confirmed that the video was indeed 

fabricated.92

Investigative journalist Christo Grozev, writing on 

X, revealed that the account @Jose_FERNANDE8, 

which Russia state-affiliated media Izvestia cited, 

was created in September 2023. This account has 

consistently disseminated pro-Russian and anti-

Semitic content.93

Analysis of the Techniques

In this case, the operator used deepfake technology to 

create falsified news broadcasts (T0087.001: Develop 

AI-generated videos (deepfakes)), disseminating the 

content across platforms such as X and VKontakte, 

a popular Russian social network (T0119: Cross-

posting). The message gained significant credibility 

from coverage by the Russia state-affiliated media 

outlet Izvestia (T0117: Attract traditional media) 

and endorsements from Dmitry Medvedev (T0039: 

Bait legitimate influencers). This endorsement and 

dissemination by reputable sources lent an air of 

authenticity to the message, facilitating its widespread 

acceptance and circulation on social media platforms.

Figure 17: Comparison of the doctored news video 

and the original footage. Source: CheckYourFact
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IV. Discussion and Analysis
The cases reviewed reveal cases involving GenAI 

across the global political landscape. In this part, 

the report will examine how GenAI intervenes in 

information manipulation. Starting with an analysis 

of overall tactical objectives, the report explores the 

specific goals for which GenAI has been employed. 

Using the DISARM framework, it further dissects 

the information manipulation techniques facilitated 

by GenAI. The report concludes by discussing the 

current impact of GenAI and explores potential 

developments in its use that could amplify its 

societal influence in the future.

16.  Brooking’s Framework: Five Objectives of 
Information Manipulation

The Brookings Institution in the US categorizes the 

tactical objectives for the electoral application of 

GenAI into five primary categories:

1. GenAI can create a significant amount of fabricated 

information, misleading the public and fostering false 

perceptions of political consensus.

2. By saturating the information space with false 

information, it can diminish the effectiveness of 

government responses to public queries and concerns.

3. The dissemination of manufactured evidence 

about scandals can destabilize public opinion and 

intensify societal divisions.

4.  GenAI can be used to produce misleading election 

information, deceiving voters.

5. Fabricating false evidence of election fraud 

through GenAI could erode public trust in the 

electoral process, thus weakening confidence in 

democratic systems.94

The examples from Taiwan’s 2024 presidential 

election featured in this report highlight how 

information manipulation often targets alleged 

scandals concerning the candidates. The primary 

goal is to destabilize public opinion and amplify 

societal mistrust towards specific candidates. For 

instance, in the case of “The Secret History of Tsai 

Ing-wen,” the attackers generated a substantial 

amount of content aimed at dominating the 

information space. This strategy increases the 

likelihood of the messages reaching a wider 

audience. By creating an illusion of widespread 

political consensus, these attackers seek to 

undermine the government’s capacity to respond 

effectively to public concerns.

17. From Planning to Execution

According to the DISARM framework, GenAI  

encompasses technical methods for information 

manipulation, applicable across four stages: 

planning, preparation, execution, and assessment. 

This report, which uses research from the US 

think tank CSET95 and OpenAI Corporation,96 is 

based on this framework to analyze and compare 

related cases. It reveals that all stages, except for 

assessment, potentially incorporate the use of AI, 

demonstrating its broad applicability in information 

manipulation processes. While these stages have 

been introduced earlier in the report, they will now be 

explored in further detail to elucidate their specific 

roles and the implications of AI integration.

Planning Phase

In the planning stage, attackers conduct detailed 

analyses on the target audience (TA13: Target 

audience analysis) and the information environment 

(T0080: Map target audience information 

environment) to guide their data collection and 

analysis strategies. This includes examining 
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controversial topics within the target community 

and understanding the dynamics of social platforms, 

such as algorithm preferences. Additionally, a 

comprehensive review of user posts and interactions 

is carried out to pinpoint audiences that are more 

susceptible to manipulation. CSET suggests that 

AI could significantly enhance the precision and 

efficiency of this mass data analysis.

The analysis of the target audience is segmented into 

two phases. Initially, it involves identifying the issues 

that resonate with the audience. Subsequently, it 

assesses the audience’s positions on these issues 

and the degree of their support or opposition. 

CSET posits that AI can effectively analyze online 

environmental data (T0080: Map target audience 

information environment), pinpointing issues 

susceptible to manipulation and formulating 

strategies accordingly.97 Simultaneously, AI can 

evaluate the digital footprint and data of the target 

audience (TA13: Target audience analysis), thereby 

uncovering potential vulnerabilities.

AI-powered sentiment analysis tools enable the 

examination of user-generated posts to determine 

users’ critical and supportive positions. Stance 

detection algorithms are used to identify if users 

align with broader philosophies, such as atheism 

or feminism, and to assess the strength of their 

convictions. By integrating this information with 

additional user data, including race and gender, 

a comprehensive user profile can be created. 

Furthermore, the interactions between users on the 

platform provide additional insights. For instance, if 

users A and B both engage with content related to 

topic Z, analysts can determine their shared stance 

on issue Z by analyzing the emotional tone of their 

interactions.

Network analysis can also identify influential opinion 

leaders who impact specific demographic groups, 

regardless of their direct association with the issue at 

hand. For example, the audience of an African cuisine 

fan page might predominantly hold opposing views on 

a particular issue. In the subsequent execution phase, 

the attacker could persuade the administrators of the 

African cuisine fan page to share targeted content, 

thereby influencing its audience’s opinions.

In recent years, platforms like Facebook have employed 

algorithms to mitigate the impact of extremist posts. 

Understanding the preferred content and operational 

strategies of these algorithms can be crucial for 

planning future attack methods, aiming to circumvent 

reductions in visibility caused by platform algorithms. 

In this context, AI can offer significant support by 

delivering more precise analyses and predictions.

The NATO Centre of Excellence has conducted research 

on large-scale language models, revealing their 

proficiency in content analysis. These models excel at 

categorizing sentiments and viewpoints within texts 

and can handle repetitive tasks typically performed by 

human analysts. As these models undergo continuous 

refinement, their accuracy in judgment will enhance 

significantly. They also have the capability to automate 

daily repetitive tasks and identify unusual user 

behaviors, thereby boosting the efficiency of analyses 

conducted by attackers on social networks.98

Currently, our research team is restricted to 

analyzing attackers’ methods through retrospective 

examination of the execution phase. We lack public 

data regarding the tactics employed during the 

planning phase, hence it is unclear whether AI was 

used for analyzing network information. However, 

as large language models continue to advance, they 

promise to enable analysts to trace and decode 

attackers’ strategies and maneuvers within extensive 

data sets.

Preparation Phase

During the preparation phase, the attacker sets up 

the necessary infrastructure to launch the attack, 
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including creating fake accounts (T0090: Create 

inauthentic accounts) and establishing channels 

for spreading false information such as groups, fan 

pages on social platforms (T0007: Create inauthentic 

social media pages and groups), and content farms 

(T0096: Leverage content farms). This infrastructure 

supports the development and dissemination of the 

fabricated content (TA06: Develop content), allowing 

the manipulated information to reach the targeted 

audience via these channels.

In terms of fake accounts, attackers create numerous 

social platform profiles to execute their strategies. 

These accounts, indistinguishable from real ones, can 

manipulate online public opinion, launch harassment 

campaigns against specific targets, or serve as 

conduits to amplify particular pieces of information. 

By extensively sharing and liking content, these 

accounts can trick algorithms into actively promoting 

related information, thereby shaping public opinion.

Past operational flaws, such as duplicate avatars, 

uniform account creation times, or sparse posting 

records, may raise suspicions about account 

authenticity. CSET has noted that attackers can 

automate the creation of numerous social media 

profiles using AI tools. These tools can generate 

realistic faces and complete user identities, including 

avatars and fabricated life photos, resumes, and 

hobbies. Additionally, OpenAI’s research indicates that 

large language models can streamline the process 

of crafting personalized messages, enhancing the 

illusion of genuine user activity.

In the case of “The Secret History of Tsai Ing-wen,” 

certain fake accounts used AI-generated avatars 

to enhance their human-like appearance. As early 

as 2020, Graphika uncovered that the Spamouflage 

campaign employed generative adversarial networks 

(GANs) to create avatars for these accounts. Analysis 

shows that these avatars feature identical positioning 

of the eyes and mouth against uniformly blurred 

backgrounds, indicating their synthetic origin.99

In the preparation phase, attackers must create the 

content to be disseminated, including text, images, 

and audiovisual materials. Analysis of the target 

audience identifies specific vulnerabilities—such as 

interests or fears—that can capture attention and 

encourage sharing. Attackers craft content to exploit 

these vulnerabilities and attract attention. They design 

content to align with platform algorithms, enhancing 

the chances of it being promoted by the platform. 

This strategic content development is crucial for 

maximizing reach and impact.

CSET observes that generating appealing content 

traditionally requires significant manpower and time. 

However, AI tools can simplify and automate the 

creation of compelling images, videos, and audio, 

including deepfakes. These tools facilitate the 

production of content that attracts target audiences 

and encourages sharing or behavior modification. 

Moreover, AI allows for more diverse content creation, 

breaking free from the limitations typically associated 

with human-generated misinformation.100

Furthermore, some disinformation tactics may involve 

the forgery or alteration of documents in specific 

formats, such as military intelligence documents or 

internal company e-mails. CSET asserts that AI tools 

can enhance the realism of these modifications, 

making them more difficult to detect. As deepfake 

Figure 18: Faces generated by AI and employed by Spamouflage 

as profile pictures for fake accounts. Image source: Graphika
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technology advances, GenAI will likely produce 

increasingly authentic audio and video content in the 

future, complicating the audience’s ability to discern 

reality, thus impacting their perception and judgment.101

OpenAI acknowledges that the advent of GenAI 

significantly reduces the cost of content creation 

for attackers, while also enhancing scalability. 

Previously, simple programs could generate only 

repetitive text. However, with advancements in large 

language models, the content produced is now more 

sophisticated and likely to mislead target audiences 

more effectively.102

Regarding content creation, this report categorizes 

our observations from the discussed cases into three 

primary types: text, audio, and video. In what follows, 

we will detail the specific techniques identified within 

each category, providing a comprehensive overview 

of the methods employed in each mode of content 

creation.

During Taiwan’s 2024 presidential election, no 

definitive evidence was found regarding the use of AI 

to generate text messages (T0085.001: Develop AI-

generated text). Identifying content as AI-generated 

text poses significant challenges, often complicating 

evidence collection. However, Yang and Menczer 

(2023) identified a Twitter botnet employing ChatGPT 

to generate content, as indicated by the recurring 

phrase “as an AI language model” in the comments. 

This discovery verifies that attackers have indeed 

used AI tools like ChatGPT for creating manipulative 

comments.

In the context of AI-generated imagery (T0086.002: 

Develop AI-generated images (deepfakes)), the recent 

Taiwanese presidential election witnessed several 

instances of information manipulation. One notable 

case involved the alteration of an official document 

purported to show Vice President Lai Ching-te signing a 

contract for social housing projects with Paraguay’s 

new president.103 However, definitive evidence confirming 

the use of GenAI in altering this document is lacking. 

In contrast, the Pentagon explosion deepfake incident 

involved a convincingly realistic AI-generated image of an 

explosion at the Pentagon. Disseminated by outlets such 

as Russia Today, this image rapidly spread across social 

networks, momentarily impacting the US stock market.104

Furthermore, in September 2023, Microsoft’s Threat 

Intelligence Center identified an image in which the 

Statue of Liberty had an abnormal number of fingers, 

a hallmark of GenAI manipulation.105 This image, 

suspected to be part of influence operations attributed 

to China, underscores the evolving sophistication and 

challenges posed by GenAI technologies in global 

information landscapes.

The Center for Countering Digital Hate, a UK-based 

NGO, conducted tests on AI image generation services, 

including Midjurney. Their findings indicate that these 

platforms can effectively create images capable of 

manipulating elections. It also identified similar images 

in online databases, suggesting their potential prior use in 

election-related information manipulation.106

Figure 19: Content of posts generated by ChatGPT in the zombie 

network on Twitter. Image source: Kai-Cheng Yang, 2023
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Regarding the creation of fabricated audio 

(T0087.001: Develop AI-generated videos 

(deepfakes)), there have been notable examples 

during the recent presidential election in Taiwan. 

Instances such as the “58-second recording of Ko 

Wen-je” and the “Lai Ching-te as a civilian agent in the 

Chunfeng Project” both featured AI-generated audio. 

This technology lent credibility and engagement to 

the purported events.

Regarding the generation of videos (T0088.001: 

Develop AI-generated audio (deepfakes)), the case 

study “The Secret History of Tsai Ing-wen” illustrates 

the use of AI tools to produce numerous videos. This 

application significantly reduced production costs, 

enabling a large-scale attack in a short time frame. 

Taiwan AI Labs reported that multiple YouTube 

channels used the same script to produce varied 

videos, confirming the use of this technique for 

information manipulation.107

Doublethink Lab observed that, while past 

information manipulation predominantly focused on 

text and images, the 2024 Taiwanese presidential 

election saw a significant increase in the use of video 

content. They attribute this shift to the efficiency 

improvements and cost reductions in content 

production brought about by generative AI.108  This 

observation aligns with the previously mentioned 

findings by OpenAI.109

Execution Phase

During the execution phase, attackers use established 

pipelines and prior analysis of the information 

environment to distribute messages to target audiences 

(TA09: Deliver content). They also seek to amplify 

this information (TA17: Maximize exposure) through 

strategies like fake account interactions. This tactic 

not only manipulates algorithmic decision-making 

to broaden reach (T0121: Manipulate platform 

algorithm) but also captures audience attention, 

encouraging them to voluntarily share content, thus 

facilitating its viral spread.

To intensify the impact, attackers employ diverse 

comments and fictitious accounts to simulate 

debates among various personas, capturing the 

target audience’s interest. They may engage in 

targeted harassment (TA18: Drive online harms), 

which can intimidate individuals into withholding 

their views, further manipulating the discourse.

Figure 20: Example of AI-generated image manipulation. Image source: 

Microsoft Threat Intelligence

Figure 21: AI-generated YouTube videos from identical scripts. 

Image source: Taiwan AI Labs
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As CSET suggests,110  AI tools will make it easier for 

fake accounts to convincingly impersonate various 

characters, creating more immediate and realistic 

interactions that are harder to distinguish from 

genuine ones. Beyond these simulations, AI tools 

can also enable attackers to more accurately gauge 

users’ preferences and provide more diverse, tailored 

content. This reduces the likelihood of the audience 

reporting the information, thus allowing attackers to 

face fewer obstacles in delivering their messages. 

CIB involving mass commenting and liking on social 

media through automated scripting of fake accounts 

is currently recognized. However, there is a lack of 

literature or analytical reports on the use of GenAI 

for such account operations. This absence may be 

due to the indistinct traces left by GenAI operations 

or the lack of definitive forensic methods for their 

identification.

Conclusion

In summary, current uses of AI for information 

manipulation predominantly involve GenAI, 

encompassing the creation of text, images, sound, 

and video. Generative adversarial networks (GANs) 

are employed to craft realistic profile pictures for fake 

accounts. However, the EEAS’s observations indicate 

that cases of information manipulation via GenAI 

have remained relatively uncommon.111  The primary 

focus remains on content creation and establishing 

legitimacy, such as influencing traditional media. 

The EU External Action Service thus characterizes 

the impact of GenAI on information manipulation 

as an evolution rather than a revolution.112  While 

operations facilitated by GenAI can enhance 

efficiency and accessibility, such manipulations can 

still be conducted manually, albeit with more time and 

less efficiency. For example, the US has previously 

utilized telephone recordings that mimic tones for 

election campaigns. However, the integration of 

GenAI technology significantly eases the production 

of convincing counterfeit recordings, making them 

more difficult to identify. In a notable instance 

involving the “Secret History of Tsai Ing-wen” (see §16 

of this report), attackers employed GenAI to rapidly 

produce a wide array of videos. This strategy aimed 

to flood the YouTube platform with an overwhelming 

volume of content, thereby magnifying the impact of 

information manipulation.

Vijay Balasubramaniyan, CEO of the prominent 

phone fraud detection company Pindrop, highlighted 

that deepfake technology “fundamentally erodes 

interpersonal trust.” 113  Similarly, cybersecurity expert 

Matthew Wright noted the ease with which high-

quality voice impersonations can now be produced 

using GenAI, making them increasingly difficult to 

detect.114  OpenAI’s report emphasized that GenAI 

can reduce the costs associated with information 

manipulation, facilitating the scaling up of such 

activities. While GenAI does not fundamentally 

revolutionize the nature of traditional political conflict, 

it significantly boosts the efficiency of producing 

materials technologically. This leads to faster 

dissemination, an increased volume of information, 

and enhanced appeal to the public.115  

 

Regarding the three methods of AI-based information 

manipulation during elections predicted by CSET, no 

evidence of such activities has been detected to date. 

This absence of traces may not necessarily indicate 

that these incidents have not occurred. Rather, it 

could stem from the lack of effective detection 

methodologies, which hampers the ability to identify 

such manipulations. Therefore, it remains crucial to 

continue monitoring for any relevant indications of 

these practices.
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18. Recent Research on AI-Driven               
  Disinformation

Following the Taiwanese presidential election in 

January 2024, various research institutions, including 

the Taiwan Communication Association,116  Microsoft 

Threat Analysis Center,117 Doublethink Lab,118  Team 

T5,119 and the Australian Strategic Policy Institute 

(ASPI),120 scrutinized instances of information 

manipulation involving GenAI. The research 

highlighted how GenAI was employed to disseminate 

misinformation. The findings from each team are 

systematically presented in the table below.

It is noteworthy that the impact of information 

manipulation using GenAI has been limited. While 

specific instances of AI-generated content during 

elections have been noted, such as the creation of 

“deepfakes,” they have not significantly influenced 

public discussions or opinions. Analyses from various 

organizations, including the Taiwan Communication 

Association and Microsoft Threat Analysis Center, 

support this finding, highlighting the minimal effect 

these manipulations have had on altering public 

perceptions.121 

Doublethink Lab notes that GenAI significantly cuts 

the time and labor costs associated with content 

production and makes collaborative behaviors harder 

to detect.122 Taiwan AI Labs further highlights that 

GenAI’s capacity for mass production and distribution 

places a considerable strain on fact-checking 

agencies, overwhelmed by the sheer volume of 

content created.123

Both ASPI and the Taiwan Communication 

Association highlighted the crucial role of civil 

society. ASPI pointed out that the primary resistance 

to information manipulation in Taiwan stemmed 

from private organizations.124 These entities often 

detect and address cases of misinformation before 

government intervention, actively rebutting false 

information in real-time. Conversely, the Taiwan 

Communication Association attributed the limited 

impact of misinformation to the combined efforts of 

the government, civil society, and the media. 125  The 

government tackled the issue through legislative 

changes, collaboration with platforms, and judicial 

actions. Civil society contributed through extensive 

fact-checking and investigations into false 

information conducted by numerous citizen groups. 

Meanwhile, the media sector played a preventative 

role by adhering to journalistic standards that avoid 

reporting unverified news, which indirectly mitigated 

the effects of some misinformation campaigns.

However, it is worth presenting an alternative 

perspective. We attribute the identification of 

some cases as AI-driven to current technological 

capabilities and evaluative methods, which allow us 

to detect AI-generated content. Yet, as AI technology 

advances and if detection tools remain stagnant, 

researchers may miss instances of AI manipulation. 

Taiwan AI Labs raises concerns that as GenAI content 

increasingly mimics human output, it might become 

necessary to employ AI in reverse-engineering to 

confirm whether content originates from GenAI.

ASPI offers several recommendations for handling 

information manipulation. ASPI advocates for 

platforms to provide data access to researchers 

to develop new detection methods, alongside 

their ongoing efforts to investigate and eliminate 

manipulative accounts and content.126 

ASPI criticizes the hands-off approach of AI firms 

regarding cybersecurity, warning that it could 

endanger democratic processes. While OpenAI’s 

recent measures to uphold election integrity are 

commendable, ASPI recommends that OpenAI should 

also release threat analysis reports detailing abuses 

of their technologies.127  
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The evidence from recent cases clearly shows that 

products from AI-generated firms like Synthesia and 

D-ID are being exploited by hostile states. Consequently, 

ASPI recommends that GenAI companies implement 

more rigorous due diligence processes for their 

clients or risk being implicated in defamation or 

election interference. ASPI also highlights the risks 

associated with investing in Chinese AI companies, 

citing China’s National Intelligence Law, which could 

compel these firms to adapt their products for military 

applications. ASPI urges a reevaluation of investments 

in technologies such as the Weta365 platform from 

Mobvoi (Chumen Wenwen), particularly when these 

investments come from Western governments and 

corporations and the products are used to undermine 

democratic nations.128 

Case GenAI Usage

Lai Ching-te Misuses Forward-Looking Infrastructure 
Development Program Funds AI-generated image

Joseph Wu’s Affair AI-generated audio

Ko Wen-je’s 58-Second Audio Recording AI-generated audio

Lai Ching-te Claims KMT–TPP Collaboration AI-generated audio

Lai Ching-te Has Three Mistresses AI-generated video 
(anchor)

Lai Ching-te’s Illegitimate Son AI-generated video 
(anchor)

Lai Ching-te was an Informant for the Chunfeng 
Project AI-generated audio

Deepfake Video Linked to US Representative Wittman AI-generated video

The Secret History of Tsai Ing-wen AI-generated video 
(anchor)

Scandals Involving Lo Chih-Cheng and Hung Sun-Han AI-generated video

Recording of Terry Gou Supporting Hou Yu-ih AI-generated audio

Table 10  |  GenAI-Generated Misinformation in Taiwan-Related Cases

DSET

Taiwan Communication Association

Microsoft Threat Analysis Center

Doublethink Lab

Team T5

ASPI

Taiwan AI Labs
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19. Factors Amplifying GenAI’s Ability to               
  Conduct Information Manipulation

While the current impact of GenAI on election results 

has been relatively moderate, the potential for more 

serious effects in the future remains, contingent on 

various factors. It is crucial to examine this issue to 

mitigate potential future damage. Currently, GenAI’s 

primary role in information manipulation involves 

content generation. To engender trust, this fabricated 

content must not only improve in technical quality to 

blur the distinction between truth and falsehood, but 

it also needs to establish legitimacy—referred to as 

“TA16: Establish legitimacy”—to lower the defenses 

of the target audience.

As can be seen in the cases of information 

manipulation related to Taiwan’s 2024 presidential 

election (see Section 2 of this report), attackers 

often use anonymous accounts to disseminate 

content, thereby creating breakpoints and eluding 

investigation. But the anonymity of these sources 

typically prevents the information from attracting 

traditional media coverage, and the swift pace of 

clarifications has mitigated the impact of these 

information manipulation efforts. 

Nevertheless, the influence of GenAI on information 

manipulation intensifies when the source of 

information appears more credible and successfully 

attracts traditional media coverage (T0117: Attract 

traditional media). For instance, during the deepfake 

Pentagon explosion incident (see “Pentagon 

Explosion Deepfake Image” in this report), one of 

the accounts that posted the fake image used a 

purchased Twitter verification to appear reliable. This 

credibility, combined with sharing by the state-owned 

Russian media outlet Russia Today, successfully 

triggered a stock market downturn. Similarly, in the 

case of fake France 24 TV news broadcast (see 

“Fabricated France 24 TV News Broadcast” in this 

report), the impact of false news was significantly 

magnified by endorsements from Russian official 

media and shares by the Russian prime minister.

AI-generated information is not limited to 

dissemination through online platforms. In the 

case of the deepfake incident involving a phone 

recording of Biden (see “Biden’s Deepfake Telephone 

Recording” in this report), distributing the content 

directly via phone recordings can sometimes catch 

the targeted audience off-guard, thereby enhancing 

its influence.

Moreover, the methods AI uses to manipulate 

information are not inherently negative. For instance, 

as the Indian case illustrates (see “Deepfake 

Applications in India’s Elections” in this report), 

political figures who have passed away or are unable 

to appear in public can be made to “appear” through 

the use of GenAI. This type of operation, under 

certain circumstances, can also serve as a tool for 

autocratic regimes to conduct political propaganda.

Hypothetically, through its various applications, GenAI 

could significantly impact democracy and elections, 

potentially leading to societal unrest. However, 

current evidence does not show that GenAI has 

radically transformed the information manipulation 

landscape. Its main contribution to date has been 

enhancing the efficiency of content production. 

Existing protective measures continue to be effective. 

For instance, real-time updates to fact-checking 

databases (C00014) combined with collaborations 

between social platforms, media outlets, and fact-

checking organizations, enable rapid correction of 

emerging misinformation. Furthermore, swift and 

transparent government statements (C00028: Make 

information provenance available) can help mitigate 

the effects of information manipulation. Advances in 

forensic and related technologies are also improving 

the speed of these clarification processes.

In addition, organizations dedicated to analyzing and 
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countering information manipulation can leverage 

AI to effectively monitor social media platforms and 

combat collaborative behaviors. Taking it a step 

further, they can utilize the DISARM framework to 

share case studies, explore new operational models, 

and develop appropriate countermeasures. These 

efforts aim to prevent large-scale collaborative 

behaviors from influencing platform algorithms and 

distorting the information environment.

V. Conclusion
The advent of GenAI ignited concerns that the 

severity of information manipulation could intensify, 

potentially undermining democracy. This report began 

by retrospectively analyzing various frameworks of 

information manipulation, employing the continuously 

updated and apt DISARM framework among others 

to present and analyze the processes through which 

GenAI is used to manipulate information. It then 

scrutinized recent cases of information manipulation 

by GenAI, as witnessed in Taiwan’s 2024 presidential 

election and globally, spotlighting the escalating stakes 

in the battle for truth.

To conclude, the report emphasizes that GenAI is 

primarily used for content creation, which overwhelms 

traditional fact-checking processes. However, the 

manipulative impact of these GenAI applications still 

relies on integrating multiple disinformation tactics, 

as outlined by the DISARM framework. While current 

response mechanisms are generally sufficient to handle 

the threats posed by GenAI, continued advancements in 

AI could present significant challenges. If AI-generated 

content becomes difficult to distinguish from authentic 

content, or if it is disseminated through credible sources 

leading to inaccurate media reports that are mistakenly 

accepted as fact, there could be considerable social 

disruption and a serious undermining of democratic 

institutions such as elections and public debates.

To strengthen defenses against information 

manipulation, it is essential to enhance how civil society 

uses technology. This includes deploying AI tools to 

monitor unusual activities on social media and to 

quickly analyze content. The upcoming report will focus 

on how Taiwan’s civil society is addressing information 

manipulation during the 2024 presidential election. It 

will also provide policy recommendations to further 

bolster these efforts.
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